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The existing re-engineering, namely transcoding, techniques improved
disabled and mobile Web users experience by making Web pages more
accessible in constrained environments such as on small screen devices
and in audio presentation. However, none of these techniques use eye
tracking data to transcode Web pages based on understanding and pre-
dicting users’ experience. The overarching goal of eMINE project is to
improve the user experience in such constrained environments by using
a novel application of eye tracking technology. The project proposes an
algorithm to identify common scanpaths, which are eye movement se-
quences, and relating those scanpaths to visual elements of Web pages.
It can then be used to transcode Web pages, for instance, unnecessary in-
formation can be removed and/or the visual elements can be re-ordered.
We assert that both visually disabled and mobile users would benefit
from such development.
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The World Wide Web (web) has moved from the Desktop and now is ubiquitous. It can be
accessed by a small device while the user is mobile or it can be accessed in audio if the user
cannot see the content, for instance visually disabled users who use screen readers. How-
ever, since web pages are mainly designed for visual interaction; it is almost impossible to
access them in alternative forms. Our overarching goal is to improve the user experience in
such constrained environments by using a novel application of eye tracking technology. In
brief, by relating scanpaths to the underlying source code of web pages, we aim to transcode
web pages such that they are easier to access in constrained environments.
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1 Introduction

The World Wide Web (Web) can be accessed by different devices with different require-
ments and constraints. Many people access the Web using their small screen devices while
they are mobile and visually disabled people typically access the Web using screen read-
ers [26, 86]. When people access Web pages with their small screen devices, they can expe-
rience many difficulties [66]. For example, they may need to scroll or zoom a lot which can
be annoying and it can be costly to download complex and long pages [66]. Likewise, Web
experience can be challenging for visually disabled users [86]. As screen readers follow the
source code of Web pages, visually disabled people have to listen to unnecessary clutter to
get to the main content and they can hear some meaningless words on poorly designed Web
pages [86].

To address these problems Web page transcoding has been proposed. Transcoding is
a technique used to re-engineer Web pages to make them more accessible [5]. Although
the existing transcoding techniques improve disabled and mobile Web users’ experience
on the Web [87, 5], none of these techniques use eye tracking data to re-engineer, namely
transcode, Web pages based on understanding and predicting users’ experience.

The overarching goal of eMINE project is to improve the user experience in such con-
strained environments by using a novel application of eye tracking technology. Eye track-
ing has widely been used to investigate cognitive processes for over 30 years [62], but it
is relatively a new area in the Web use [38, 49, 11]. While reading, the eyes make quick
movements which are called saccades [57]. Between the saccades, the eyes make fixations
where they become relatively stationary [57]. Scanpaths are sequences of fixations and sac-
cades on visual stimulus [57]. Figure 1 shows an example scanpath where larger circles
represents longer fixations and lines show saccades.

Figure 1: Example scanpath where fixations represent the points fixated by a user and sac-
cades represent quick eye movements between fixations

The objective is to use eye tracking data to generate an algorithm for identifying com-
mon scanpaths and relating those scanpaths to elements of Web pages, such that Web pages
can be transcoded to improve the user experience. In order to achieve the objective, we
reviewed the literature for scanpaths analysis methods.

Scanpaths on Web pages have been analysed using different methods and algorithms.
Most of them use string representations of scanpaths. String representations are created
using the sequence of Areas of Interests (AoIs) that get fixations [75]. Web page AoIs can
be generated in different ways such as using a grid-layout [75], the source code of Web
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pages [2] or the fixations’ distribution over Web pages [68].
The Levenshtein Distance (String-Edit) algorithm has been widely used to analyse scan-

paths [38, 75]. This algorithm calculates the dissimilarity between scanpaths by transform-
ing the string representation of one scanpath into another one’s string representation using a
minimum number of operations which are insertion, deletion and substitution. For instance,
the dissimilarity between ABCD and ABCE is calculated as 1 (one) by the String-Edit
algorithm because the transformation can be done by only substituting D with E. The dis-
similarities can be used to categorise scanpaths [82]. Also, it can be used to investigate
differences between the behaviours of people on Web pages [38]. However, this algorithm
has considerable weaknesses. Firstly, the substitution costs between all pairs of AoIs may
not be the same because their size and distances between AoIs may be different. Substi-
tution cost matrix can be used to store the substitution costs for all pairs of AoIs and then
this matrix can be used while calculating the dissimilarity [75]. The Needleman and Wun-
sch algorithm which uses a substitution cost matrix to calculate the similarity between two
strings was also used for scanpath analysis [18]. Secondly, the String-Edit algorithm does
not consider duration metrics, such as fixation duration. However, these metrics can be in-
terpreted in different ways. For example, longer fixations can be interpreted as the difficulty
for extracting information [57]. ScanMatch method considers fixation duration by defining
a particular time duration to cause repetitions of the AoI names in string representations
of the scanpaths [16]. For example, if the fixation duration is 200ms in AoI A and the
particular duration is 100ms, A is duplicated.

These methods and algorithms have been applied to scanpaths in pair-wise manner.
However, this project aims to find common patterns in a group of scanpaths. One of the
techniques used is the Transition Matrix which can be created using more than two scan-
paths [82]. In this matrix, each cell has the row and column probabilities. Row probabilities
allow identifying the next AoI of the particular AoI and column probabilities allow identi-
fying the previous AoI of the particular AoI. When the transition matrix is tried to be used
to identify a common scanpath, some significant problems arise: What is the start and the
end point of the common scanpath? and Which probabilities should be considered?

To address these problems, some other methods can be considered. The shortest com-
mon sub-sequence method has been mentioned in the literature to determine a common
scanpath for more than two people but this method has significant weaknesses [60]. For
instance, it produces ABDFE as a common scanpath for scanpaths ABE, ADE and AFE.
The common scanpath is longer than all of the three scanpaths and it is not supported by
the individual scanpaths, for instance, ABE does not include D which is included by the
common scanpath.

Some methods, such as T-Pattern [49] and eyePatterns’s discover patterns technique [82],
try to detect sub-patterns in eye tracking scanpaths. eyePatterns’s discover patterns tech-
nique have no tolerance to extra items [82]. For instance, ABC can be found as a sub-
pattern for ABC and ABCD but it cannot be found for ABC and ABXCD because of X.
This example illustrates that this technique is reductionist. eyePatterns also has a method to
locally align only two sequences to detect sub-patterns [82]. Furthermore, eSeeTrack tool
shows the sequence in a timeline which shows fixation durations [79]. It also visualises
the transition between AoIs in hierarchical structure with highlighting the probabilities. For
instance, it can show that when people look AoI A, they are likely to look AoI B.

Using multiple sequence alignment was proposed to identify an average scan pattern,

Unpublished and confidential



Section 1 Introduction 3

namely a common scanpath, but it was not validated [28]. Also, the Dot-plots based al-
gorithm which constructs a hierarchical structure by finding a common scanpath of two
sequences with the Dot-plots algorithm was proposed by Goldberg and Helfman (2010).
The scanpaths are leafs and the common scanpath is the root of the hierarchical structure.
In order to address the reductionist approach of the Dot-plots algorithm, some statistical
methods have been applied.

Common patterns in eye tracking data will allow transcoding Web pages for a wide
range of users. If Web pages are transcoded based on a particular scanpath, the transcoded
version may not be suitable for many users. Therefore, Web pages will be transcoded based
on common patterns. Different ways have been used to transcode Web pages such as ad-
justing sizes [39], adding a skip link [74], generating summaries of the content [84, 83,
12, 44], generating thumbnail images of Web pages [83, 14], ranking and reordering the
content [88, 46], providing a table of contents to reach Web page elements [87], allowing
easy navigation between important chunks of Web pages through a consistent set of key
presses [44] and removing irrelevant or repetitive content [46, 87].

It is observable that the existing transcoding techniques improved disabled and mobile
Web user’s experience. These techniques tended to focus underlying source code of Web
pages for visual rendering but most of them did not concentrate on understanding and pre-
dicting users’ experience. However, Web pages can be transcoded more efficiently with
good understanding of structure, content and context of use [85].

Eye tracking may allow us to drive Web page transcoding by providing a better under-
standing of a user’s experience and enabling to predict future interactions. Firstly, it should
be understood how sighted users read Web pages on desktop screens. Web pages can then
be transcoded to improve the user experience. We assert that both visually disabled and mo-
bile users would benefit from such development. Most mobile operators are also interested
in transforming Web pages before they are served to end user 1, so the results would be
beneficial for mobile operators. Moreover, this project will provide benefits for designers,
engineers, and practitioners working on Web accessibility and the mobile Web. Since no ex-
isting transcoding techniques consider eye tracking scanpaths, our work will be a practical
contribution to Human Computer Interaction and Web Science fields.

The rest of this technical report has the following three main chapters:

Literature Review chapter provides a comprehensive review of eye tracking studies and
the existing scanpath analysis methods. After that, it discusses possible scanpath
analysis methods which have been applied successfully in other fields, not in eye
tracking.

Preliminary Experiments chapter discusses the results of our experiments with the ex-
isting and possible scanpath analysis methods. To address the weaknesses of the
existing methods we developed eMINE scanpath analysis algorithm.

eMINE Scanpath Analysis Algorithm chapter explains eMINE scanpath analysis algo-
rithm with an initial informative validation.

Summary chapter involves the brief summary of this report. In addition, it states some
significant issues to be considered as future work.

1http://www.w3.org/TR/ct-guidelines/
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2 Literature Review

Scanpath can be defined as an eye movement sequence which shows which points are fixated
and which sequence is followed by a user. Figure 2 illustrates a scanpath on a segmented
Web page where cycles illustrate fixations and lines represent saccades.

Figure 2: Scanpath on a segmented Web page

This section has a comprehensive review of the eye tracking studies on the Web and
scanpath analysis methods. Eye tracking terms used in the literature can be found in the
Glossary.

2.1 Eye Tracking Metrics

People may read Web pages by following different paths [41]. Assume that people query a
word from a search engine and get the list of search results. Some people prefer to examine
each result from the top and then decide immediately whether open it or not whereas some
people prefer to look a number of search results and then re-visit one of them to open [41].
There are also some people follow both strategies [41]. It shows that people may follow
different paths on Web pages, so it can be difficult to identify a common scanpath on a Web
page for multiple people.

Complexity of Web pages causes variances in people’s eye movements [55]. Pan et al.
(2004) suggests that complex Web pages have larger variances compared to simple Web
pages. Figure 3 shows people’s scanpaths variance on different Web pages which have
different levels of complexity. EBAY-1 and EBAY-F are different pages from EBAY Web
site and EBAY-1’s structure is simpler than EBAY-F’s structure. As shown in the figure,
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EBAY-1 has lower variance. Moreover, there is a considerable difference between task
completion time in simple and complex pages. Their participants needed 50 % more time
to complete the tasks on the complex pages.

Figure 3: The variance in people’s scanpaths on Web pages which have different levels of
complexity [55]

Web page familiarity may also affect people’s eye movements [51]. In a study conducted
by Mccarthy et al. (2003), the participants were asked to complete a number of tasks on
the Web pages where a main menu was located at different locations: on the left, on the
right and at the top. Since the participants expected to see a main menu on the left, they
completed the tasks earlier on the page whose main menu was on the left. After the first
trial, the participants became familiar with the Web pages and there was no considerable
differences in task completion time.

Eye movements on Web pages can be affected by task difficulty, too [89]. For instance,
there can be significant differences in people’s eye movements while they are searching
noticeable and unnoticeable items.

People’s interaction with Web pages can vary because of the reasons explained above.
Assume that people are asked to complete some tasks on a particular Web page. Some
people complete the tasks easily whereas other people experience some difficulties. Since
the commonality decreases, it can be difficult to identify a common scanpath without sep-
arating these people. Eye tracking metrics allow identifying these types of differences in
data. Table 1 summarises the eye tracking metrics by grouping them into four categories
which are duration, frequency, regression and spatial metrics. This table usesnto show an
increase andoto represent a decrease in cause and effect. For example, according to this
table, the fixation duration metric is associated with the duration metrics. In addition, when
the fixation duration increases, the difficulty of extracting information from the display in-
creases. Since these metrics have widely been mentioned in the literature, they should be
considered.
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Eye Tracking Metrics
Metrics Cause Measurement Effect Reference

D
ur

at
io

n Fixation Duration n Difficulty n [57]
Gaze Duration n Difficulty n [35]
Scanpath Duration n Scanning Efficiency o [24, 57, 20]

Fr
eq

ue
nc

y

Number of Saccades n Searching n [24]
Number of Fixations Overall n Search Efficiency o [24]
On-target Fixations n Search efficiency n [24]
Number of Fixations per AoI n AoI Importance n [58]
Number of Gazes per AoI n AoI Importance n [35]

R
eg

re
ss

io
n Regressive Saccades n Difficulty n [63]

Sp
at

ia
l Scanpath Length n Search efficiency o [25]

Saccade Length n Meaningfulness n [25]

Table 1: Summary of the eye tracking metrics where nrepresents an increase and
orepresents a decrease in cause and effect

2.1.1 Duration Metrics: Fixation, Gaze and Scanpath Durations

Fixation duration represents the duration which a fixation last. Fixation duration is propor-
tional to the diameter of the cycle [78]. Therefore, a cycle with a large diameter represents
a longer fixation [78]. In Figure 2, the fixation no:4 is the longest fixation. Longer fixations
usually indicate the difficulty while extracting information from visual stimuli [35, 24].
Fixation duration can also be affected by gender [55]. One study states the male partici-
pants had longer mean fixation duration compared to the female participants’ mean fixation
duration [55].

Rayner et al. (2009) state that people normally requires at least 150 msec seeing screen
in order to process it. Besides this, the short fixations, especially fixations whose durations
are less than 100 msec, are discarded by many researchers [73]. For instance, fixations
whose durations are below 100 msec have been excluded by [6, 61] which are recent eye
tracking studies. However, this approach has a considerable problem. Assume that a person
may look AoI A for 50 msec and then look AoI B for 120 msec. Next, s/he looks again AoI
A for 90 msec. If the fixations whose durations are less than 100 msec are discarded, AoI A
is discarded because it does not involve a fixation whose duration is longer than 100 msec,
even though it may be considerable because it is visited twice. Gaze duration becomes
critical at this point.

Gaze duration is a sum of the durations of a series of consecutive fixations within a gaze
which can be an AoI [35, 57]. Assuming that the second item of the content in Figure 2 is
a gaze. Its duration is equal to 220 msec when the fixation no:7 and no:8 durations are 100
msec and 120 msec (100 ms + 120 ms = 220 msec). Similar to fixation duration, this metric
indicates the difficulty of extracting information from visual stimuli [35].

Last duration metric is scanpath duration which represents the duration [20]. It is usu-
ally equal to the sum of the durations of the fixations and saccades on the scanpath [24].
In particular, there are 8 fixations and 7 saccades on the scanpath in Figure 2. In order
to calculate the scanpath duration, their durations should be summed up. Scanpath dura-
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Section 2 Literature Review 7

tion is associated with scanning efficiency; therefore when the scanpath duration is longer,
scanning becomes less efficient [24, 57, 20].

2.1.2 Frequency and Regression Metrics

Many frequency metrics exist. These metrics mainly depend on the number of fixations and
saccades. The number of fixations overall is associated with the number of items which
people need to process [24]. If people are asked to find only one item on the Web page and
they make many fixations, it indicates less efficient search [24]. While searching, people
make saccades. When they make more saccades, it means they search more [24].

If an AoI consists of more fixations, it shows that the AoI is more noticeable and sig-
nificant compared to others [58]. Similarly, the number of gazes per AoI indicates the
significance of the AoI [35].

On-target fixations are calculated by dividing the number of fixations on the particular
area by the total number of all fixations [24]. The results can relate to the search efficiency
where small values indicates less efficient search [24].

If people make a saccade and go back in the direction from which they have come,
the second saccade can be defined as a regressive saccade and these saccades usually indi-
cate the difficulty of extracting information from visual stimuli [63]. Regressive saccade is
categorised under the regression metrics.

2.1.3 Spatial Metrics: Saccade and Scanpath Lengths

Longer saccades are more meaningful because the users’ attention is drawn after longer
distance [25]. Moreover, scanpath length, which is the sum of the lengths of all saccades on
the scanpath, is associated with search efficiency [25]. When people make a larger scanpath,
their searching are less efficient [25].

2.2 Eye Tracking Data Analysis with Visualisation Techniques

Heat maps and Gaze plots are two major techniques for visualising eye tracking data [54].
Although these techniques provide benefits for scanpath analysis, they have some limita-
tions. Heat maps do not consider sequential patterns. In contrast, gaze plots take sequential
patterns into consideration but when many gaze plots are shown on a Web page, it is diffi-
cult to analyse them because of the complex representation. These techniques are discussed
below.

2.2.1 Heat maps

Heat maps consist of different colours where red usually represents the highest number of
fixations or the longest time, in contrast, green represents the least [78]. Mostly fixated
areas can be identified easily and these areas should be in common patterns. Figure 4 shows
a heat map generated from a number of people’s eye movements.

Heat maps have widely been used to analyse eye tracking data for different purposes
such as investigating reading patterns [53, 31] and effects of representation of search re-
sults [17]. F-Shaped pattern was discovered as a dominant reading pattern [53]. This pattern
indicates people rarely look other areas which are not in the boundaries of the F Shape [53].
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8 Sukru Eraslan

Figure 4: Heat map generated from a number of people’s eye movements on the Web page

In order to investigate this reading pattern, the eye movements of 232 participants were
tracked while they were looking thousands of Web pages [53]. Figure 5 shows three Web
pages as examples from the study.

Figure 5: F-Shaped pattern as a reading pattern on Web pages [53]

Heat maps were also used to investigate how people read search engine result pages
(SERPs) [31]. Golden Triangle pattern, shown in Figure 6, was discovered.

Some studies show that gender can affect heat maps on online dating sites [4]. For
instance, [4]’s eye tracking study aimed to find areas which male and female users attend at
most on online dating sites. Their study indicates that female viewers spend more time on
profile information (such as demographics and interests) whereas male viewers spend more
time on photos. These findings may be useful for designers working on online dating sites.
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Figure 6: Golden Triangle as a reading pattern for search results on Google [31]

Figure 7 shows an example online dating Web site from this study for the male and female
viewers.

Figure 7: Heat maps of the male and female participants on the online dating Web site [4]

In order to investigate the impacts of the representation changes of search results, an eye
tracking study was conducted by Cutrell and Guan (2007). The participants were required
to follow some tasks which were categorised into two types: informational and navigational
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Welcome to the Oklahoma City Zoo
http://www.cpb.ouhsc.edu/OKC/OKCZoo/
Short
The oldest zoo in the Southwest and one of the top in the nation, the Oklahoma...
Medium
The oldest zoo in the Southwest and one of the top in the nation, the Oklahoma
City Zoo’s 110 acres are home to more than 2,800 of the world’s most exotic
animals.
Long
The oldest zoo in the Southwest and one of the top in the nation, the Oklahoma
City Zoo’s 110 acres are home to more than 2,800 of the world’s most exotic
animals.” The Cat Forest/Lion Overlook was completed in 1997. New in 1993
was the Great EscApe , a simulated tropical forest with gorillas, orangutans and
chimpanzees. Also found at the zoo are the Noble Aquatic Center: Aquaticus,
a Children’s Zoo and Discovery Area, Herpetarium, Island Life Exhibit, Dan
Moran Aviary and the Safari Tram. Open 9-5 (Oct-March), 9-6 (April-Sept).
Rides additional (weather permitting and seasonal). 2101 N.E. 50th Street Ok-
lahoma City, OK (405) 424-3344 ( OKC Zoo Phone Directory)

Table 2: Short, medium and long descriptions for search engine result pages [17]

tasks. Information tasks are related to finding specific information such as the address of
the Aalborg Airport. On the other hand, navigational tasks are associated with finding a
specific Web site such as the home page of Yahoo People Search. Both of these types of
tasks need searching. The search results are shown to the participants with short (1-2 lines),
medium (about 3-4 lines) and long descriptions (more than 4 lines). Example representation
of the results are shown in Table 2. This study concludes that long description is useful for
informative tasks. However, it causes some problems for navigational tasks. For instance,
URLs are significant for navigational tasks but if the descriptions are long, URLs become
far away from the title if they are located under the descriptions. It is recommended to
locate URLs under the titles and above the descriptions to counteract with the problem.

Another eye tracking study use the same type of tasks and heat maps to examine how
user behaviours vary when target results were displayed at various location [27]. This study
shows that users rarely looked at lower ranking results, so they spent more time for searching
to find a target which is located relatively low in the first page of search results, particularly
for informative tasks. The participants highly agreed that they expect the information they
are looking to be in the top five results. Besides, this study indicates that the participants
re-queried without any click when they could not find a navigational task target. In contrast,
the participants rarely re-queried without any click in the case of not finding an informative
task target.

Heat map studies have been carried out for different purposes. These studies show that
some areas of Web pages cannot catch people’s attention [27, 31, 53]. Therefore, these areas
should not be in common scanpaths. For example, the common scanpath ABCDE has been
produced but the heat map shows that no one looked C. This situation indicates a problem
in somewhere.

In brief, there are some metrics which have impacts on heat maps such as gender and
task. For example, there is a considerable difference between female and male viewers’
heat maps on online dating Web sites [4]. Moreover, the heat maps for informational and
navigational tasks are not the same [17]. Therefore, these metrics should be considered
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Section 2 Literature Review 11

while analysing scanpaths because there might be differences in how people traverse on
Web pages. Significant areas which caught people’s attention can be recognised easily
with heat maps but the sequence of these areas cannot be identified. This is a considerable
limitation because we cannot understand where people firstly looked and which path they
followed. Gaze plot becomes critical because it keeps sequences.

2.2.2 Gaze Plots

Gaze plot is a scanpath representation of one user [78]. Figure 2 illustrates an example
gaze plot. It shows clearly which points are fixated and which path is followed. However,
it is difficult to analyse multiple gaze plots using this visualisation technique as shown in
Figure 8. Although the areas which did not catch attention can be recognised easily, it is
impossible to analyse such representation in order to find common patterns in eye tracking
data. Tobii Studio does not support any other visualisation techniques to show an aggregated
scanpath for multiple users. Gaze plot actually represents a scanpath. Scanpaths have been
analysed with a number of methods in the literature. These methods are explained in depth
in the Section 2.3.

Figure 8: Multiple gaze plots on a Web Page

2.3 A Framework to Investigate Scanpath Analysis Methods

The existing approaches can be categorised into three main categories: analysing scanpaths
as strings, geometric figures and series of salient elements.

In order to analyse, the existing methods used for scanpath analysis we have developed a
framework as shown in Table 3. In this framework we have investigated whether or not these
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methods support AoI inequality, multiple scanpaths, duration metrics, frequency metrics,
regression metrics and spatial metrics. These metrics are explained in the Section 2.1.

Itti and Koch (2000) proposed using two-dimensional saliency maps to predict users’
scanpaths. They pointed out that the sequence can be created in decreasing order of the
saliency of objects and then this sequence can be considered as a scanpath. The saliencies of
objects are determined based on intensity, colour and orientation. Example saliency map is
shown in Figure 9. Saliency maps were tested with some existing scanpath analysis methods
and the results showed that this approach did not always produce accurate results [21]. Since
saliency maps were not successful, they will not be discussed in detail any more within this
report.

Figure 9: (a) Original image (b) Saliency map of the image [34]

2.3.1 Scanpath as Strings

The existing methods which analyse scanpaths as strings are categorised into five groups
according to their goals: similarity calculation, transition between AoIs, super-pattern de-
tections, sub-pattern detections and common scanpath identification.

Similarity Calculation: The Levenshtein Distance algorithm, which is widely known
as the String-edit algorithm, was developed by Levenshtein (1966). Although the algoritm
is quite old, many researchers still use and extend it to analyse scanpaths [38, 22, 19, 55].
The String-edit algorithm calculates the distance (i.e., dissimilarity) between two strings
by finding the minimum number of operations (insertion, deletion and substitution) which
are required to transform one string into another [75]. The dissimilarities can be used to
categorise scanpaths [82]. It can also used to investigate differences between the behaviours
of people on Web pages [38]. The pseudo-code of the algorithm is shown in Algorithm 1
where all operation costs are set to 1 (one) [80].

Assume that the String-edit algorithm tries to calculate the distance between ABCD and
ABCE. This algorithm calculates the distance between these strings as 1 because the trans-
formation can be done by only substituting D with E. To calculate the similarity between
two strings the distance is divided by the length of the longer string to have a normalised
score and then this score is subtracted from 1 [21]. Hence, the similarity between ABCD
and ABCE is calculated as 75 % where the normalised score is 0,25 (1/4).
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Scanpath Analysis Methods
Methods AoI In-

equality
Multiple
Scanpaths

Duration
Metrics

Frequency
Metrics

Regression
Metrics

Spatial
Metrics

1. Scanpaths as Strings

Si
m

ila
ri

ty
C

al
cu

la
tio

n

Levenshtein Algo-
rithm (String-edit
Distance) [38, 43, 22,
19, 55]

8 8 8 8 8 8

String-edit with Substi-
tution Matrix [75]

4 8 8 8 8 8

Vector String Edit-
ing [22]

8 8 8 8 8 Saccade
Len.

Needleman and Wunsch
Algorithm [52]

4 8 8 8 8 8

ScanMatch [16] 4 8 Fixation
Dur.

8 8 8

iComp [29] 8 8 8 8 8 8

Tr
an

si
tio

n
be

-
tw

ee
n

A
oI

s

eyePatterns: Transition
Matrix [82]

8 4 8 # of Fix.
per AoI

4 8

Su
pe

r-
pa

tte
rn

s
D

et
ec

tio
ns

Shortest Common Su-
persequence [60]

8 4 8 8 8 8

Su
b-

pa
tte

rn
s

D
et

ec
tio

ns

eyePatterns: Local
Alignment Method [82]

8 8 8 8 8 8

eyePatterns: Discover
Patterns [82]

8 4 8 8 8 8

eyePatterns: Search Pat-
terns [82]

8 4 8 8 8 8

eSeeTrack [79] 8 4 Fixation
Dur.

# of Fix.
per AoI

4 8

T-Pattern [49, 45] 8 4 8 8 8 8

C
om

m
on

Sc
an

pa
th

Averaging Scan Pat-
terns [28]

8 4 8 8 8 8

Dot-plots based Algo-
rithm [23]

8 4 8 8 8 8

2. Scanpaths as Geometric Figures

Si
m

ila
ri

ty
C

al
cu

la
tio

n

Nearest Neighbour
Method [6, 47]

8 8 8 8 8 Saccade
Len.

Mathot et al.
Method [50]

8 8 Fixation
Dur.

8 8 Saccade
Len.

Vector-based, Multi-
dimensional Scanpath
Similarity Measure [36]

8 8 Fixation
Dur.

8 8 Saccade
Len.

3. Scanpaths as a Series of Salient Regions

Sc
an

pa
th

Pr
ed

ic
tio

n Saliency Map [21, 33] 8 8 8 8 8 8

Table 3: Framework to investigate scanpath analysis methods where 8 represents “not sup-
ported” and 4 represents “supported”
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Algorithm 1 Levenshtein Distance Algorithm

Input: char string1[1..m] char string2[1..n]
Output: int dissimilarity

1: int d[m, n]
2: for i = 0 to m do
3: d[i, 0] = i
4: end for
5: for j = 0 to n do
6: d[0, j] = j
7: end for
8: for j = 1 to n do
9: for i = 1 to m do

10: if string1[i] = string2[ j] then
11: d[i, j] = d[i-1, j-1]
12: else
13: d[i, j] = minimum (d[i-1, j] + 1, d[i, j-1] + 1, d[i-1, j-1] + 1)
14: end if
15: end for
16: end for
17: return d[m,n]

Another example which illustrates how the String-edit algorithm works for “leven-
shtein” and “meilensthein” is shown in Figure 10. This example shows that there may
be more than one way to transform one string into another with a minimum number of oper-
ations where “=” means match, “o” means substitution, “+” means insertion and “-” means
deletion.

Scanpaths should be represented as strings to be analysed by the String-edit algorithm,
so it is needed to divide the display or visual environment into AoIs [75]. While creating
string representations of scanpaths, each fixation on a scanpath gets the name of its AoI [36].
The string representations of the scanpaths which are shown in Figure 11 are as follow [36]:

• Figure 11 (A): A6 C5 F0 J1 K2 I3

• Figure 11 (B): M M T C C H G M
where M means Main, T means Title, C means Crawler, H means Headline and G
means Globe.

This way of creating string representations of scanpaths allows keeping the sequence of
fixations [36]. For example, the first fixation of the scanpath in Figure 11 (A) falls into A6
and the second fixation falls into C5. Thus, its string representation starts with A6 C5. It is
important for us because we are interested in how people traverse on Web pages and which
path they follow.

On the scanpath in Figure 11 (B), three fixations fall into the same AoI whose name is
M. These fixations are not close to each other geometrically but they are related semanti-
cally [36]. If the scanpath runs on the grid-layout, the three fixations fall in the different
AoIs. Hence, geometrically different scanpaths may have the same string representation
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Figure 10: How the String-Edit algorithm works for two sequences [1]

Figure 11: (A) Gridded AoIs and (B) Semantic AoIs [36]

when they run in semantic AoIs [36]. Grid-layout can be used to divide Web pages into
AoIs which usually have the same size [36]. It has two main problems. Firstly, this layout
may create AoI which does not have anything (just empty space). Secondly, inappropriate
division can occur. Semantic division provides more meaningful AoIs. If researchers are
interested in analysing scanpaths based on their meanings instead of geometrical properties,
they should study with semantic AoIs.

Although the String-edit algorithm is able to find the minimum number of operations
which are required to transform one string to another, it can only be useful for calculating
dissimilarity or similarity between pairs of scanpaths. This algorithm is used as part of
iComp which is a scanpath comparison tool [29]. iComp can accept more than two scan-
paths and then determine the dissimilarities between those scanpaths based on pair-wise
manner. These dissimilarities allows clustering scanpaths where similar scanpaths are lo-
cated in the same cluster [29]. iComp uses fixation-based AoI identification to create string
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representations of scanpaths [29]. This AoI identification technique uses fixation distribu-
tion [68]. If an area involves a number of fixations above a particular threshold, it can be
defined as an AoI [68]. It was developed based on the mean shift procedure [68].

Inequality between AoIs, ignoring duration metrics and spatial information are consid-
erable weaknesses of the String-edit algorithm. These weaknesses and the techniques to
address them are explained below.

AoIs may have different sizes and the distances between AoIs are not the same. For in-
stance, the distance between the header and the menu is different from the distance between
the header and the footer in Figure 2. Therefore, the substitution cost between AoIs should
not be the same because eyes make longer movements for longer distances. To address
inequality between AoIs, Substitution matrix was proposed which can be created by using
the following ways [75, 38]:

1. Setting a cost equal for all pairs of areas;

2. Setting a cost lower for areas which fall into related categories (such as, site nav-
igation and content navigation) and setting a cost higher for areas which fall into
different categories (such as, navigation types and content types);

3. Setting a cost lower for areas which are close to each other where the distance can
be calculated by using different ways such as City Block and Euclidian Distance cost
functions,

AoIs cannot be differentiated with the first way, so it is not useful to eliminate inequal-
ities between AoIs. The adjacency approach can be used for the third way by setting the
substitution cost lower for adjacent areas [38]. Assuming that the grid-layout in Figure 11
(A) will be used. The cost between A0 and L6 should be higher than the cost between E2
and F3 [38].

The third approach was used by Takeuchi and Habuchi (2007) to create a substitution
matrix by using the City Block (see Equation (1)) and Euclidian Distance (see Equation (2))
cost functions. These functions determine substitution cost between areas u and v by using
the following formulas where u1 and u2 are x and y coordinates of the centre of area u and
α is a type of normalisation parameter [75].

f (u,v) = α

2

∑
i=1
|ui− vi| (1)

f (u,v) = α

2

∑
i=1

√
(ui− vi)2 (2)

The Needleman and Wunsch algorithm was originally developed to find similarities
in amino acid sequences of two proteins by aligning them globally [52]. Similar to the
String-edit algorithm, it tries to transform one string to another by using the three types
of operations which are addition, deletion and substitution [52]. However, this algorithm
tries to maximise the alignment score, which can be considered as the similarity, between
sequences instead of minimising the dissimilarity [69]. Substitution matrix is used so that
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this algorithm is able to address inequalities between AoIs [16]. However, if this algorithm
is used without a substitution matrix, it cannot differentiate AoIs [18].

Gap penalty can also be used with a substitution matrix [16]. It is usually a constant
value which is used when aligning a character with a space [16]. Algorithm 2 shows the
pseudo-code of the Needleman and Wunsch algorithm to calculate the alignment score
where c is a gap penalty [40]. In addition, Figure 12 shows an example about how this
algorithm works with using a substitution cost matrix and gap penalty for two sequences
aAaB and aAaC. The alignment score may be different for identical scanpaths because of
their lengths, for instance, longer identical scanpaths produce larger scores [16]. This prob-
lem can be solved using a normalised score [16]. Equation (3) shows the way of calculating
a normalised score [16].

NormalisedScore =
Score

max(SubstitutionMatrix)∗T heLongestSequenceLength
(3)

Algorithm 2 Needleman and Wunsch Algorithm

Input: char string1[1..m] char string2[1..n] int c int cost[1..m , 1..n]
Output: int similarity

1: int d[m, n]
2: for i = 0 to m do
3: d[i, 0] = c * i
4: end for
5: for j = 0 to n do
6: d[0, j] = c * j
7: end for
8: for j = 1 to n do
9: for i = 1 to m do

10: if string1[i] = string2[ j] then
11: d[i, j] = d[i-1, j-1]
12: else
13: d[i, j] = maximum (d[i-1, j] + c, d[i, j-1] + c, d[i-1, j-1] + cost(string1[i],

string2[j]))
14: end if
15: end for
16: end for
17: return d[m,n]

ScanMatch is a scanpath comparison method which was developed based on the Needle-
man and Wunsch algorithm [16]. This method creates its own substitution matrix by using
the Euclidian Distance cost function where the cost is maximum for the same AoIs and
minimum for the AoIs that are the furthest from each other [16]. According to Cristino et
al. (2010), when a substitution matrix is constructed well, gap penalty can be set to zero
to prevent any inappropriate local alignments in order to provide the larger alignment score
for global alignment.

Ignoring duration metrics is another significant weakness of the String-edit algorithm.
As mentioned before, duration metrics can be interpreted in different ways. For example,
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18 Sukru Eraslan

Figure 12: How the Needleman and Wunsch algorithm works for the two sequences aAaB
and aAaC with a substitution matrix when a gap penalty is equal to 0 and -2 [16]

long fixation duration can be interpreted as the difficulty for extracting information from
visual stimuli [57]. Although these metrics are useful for scanpath analysis, the conven-
tional String-edit and Needleman and Wunsch algorithms do not take these metrics into
consideration. However, ScanMatch consider fixation durations. Temporal binning, which
is particular time duration, is introduced and it causes the repetitions of the names of AoIs
in string representations of scanpaths [16]. Figure 13 shows how the algorithm deals with
fixation durations. 50 msec is defined as a temporal binning for this example. Since the
duration of fixation A is 100 msec, the string representation of the scanpath starts with two
As. Following this, 4 Cs and 5 Bs are added to the string representation. Thus, the scanpath
is represented as AACCCCBBBBB. Note that remaining duration, which is less than 50
msec for this case, is ignored. For example, B has 260 msec, so 10 msec is remaining and
it is ignored.

Figure 13: Creating the string representation of the scanpath by ScanMatch method with
considering fixation duration [16]

Ignoring spatial information, which is related to saccades’ lengths and angles, is an-
other weakness of the String-edit algorithm. Spatial metrics can also be interpreted, for
instance, when people follow a larger scanpath, their searching are less efficient [25]. The
Vector String Editing method does not need any pre-defined AoIs because it creates string
representations of scanpaths by using saccades instead of fixations [22]. There are n di-
rection intervals for the saccade angles and m length intervals for the saccade length, so
the angle and length of saccades on the scanpath are used to create string representations
of scanpaths [22]. Since scanpaths are represented as strings, the conventional string-edit
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algorithm can be applied to analyse them [22]. Therefore, it can be said that this algorithm
tries to prevent ignoring spatial information by using saccades’ lengths and angles.

Transition between AoIs: These methods and algorithms explained above have been
applied to scanpaths in pair-wise manner but this project aims to find common patterns in
a group of scanpaths. One of the techniques used is the Transition Matrix which is created
using more than two scanpaths [82]. It calculates the transition probabilities between AoIs.
The Transition Matrix was developed based on Markov Analysis which can be used for
prediction [48]. Markov Analysis has been used in various areas such as finance, production
and marketing [70]. In particular, it can be used to predict customers’ buying behaviour for
the marketing purposes [70].

An example transition matrix is shown in Figure 14 for four AoIs: A,B,C and D. This
transition matrix was created for five sequences: ABACD, BACACAD, BDCACA, AB-
DADACACA and CDCDABD. As shown in the figure, Transition Matrix consists of table
cells. Each cell has three rows where the first row shows the number of occurrences, the sec-
ond row shows the row probabilities and the third row illustrates the column probabilities.
Row probabilities allow identifying the next AoI and column probabilities allow identifying
the previous AoI of the particular AoI. For example, according to the transition matrix, if
the people look AoI D, it is most likely that they will look AoI A (60 %) after AoI D and
they have already looked AoI B (60%) just before AoI D.

Figure 14: Transition matrix generated from the sequences ABACD, BACACAD, BD-
CACA, ABDADACACA and CDCDABD [82]

The common scanpath might be constructed by using the highest probabilities in the
transition matrix. For example, the common scanpath may be started with A. Since C has
the highest row probability in A’s row, C will come just after A. These are followed by A
again. Finally, the common scanpath is constructed as ACACAC... The end point is not
known. Furthermore, it is not certain that A is the start point. Therefore, some significant
problems arise: What is the start and the end point of the common scanpath? and Which
probabilities should be considered?

Super-pattern Detection: To address these problems mentioned above, some other
methods have been proposed. The shortest common super-sequence (SCS) method has
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been mentioned in the literature to detect super-patterns in eye tracking data for more than
two people [60]. Assume that S1 and S2 are two scanpaths and T is their shortest common
super-sequence. In this case, deleting zero or more characters from Z should be able to give
S1 and S2 [60]. Figure 15 shows how this method works.

Figure 15: The shortest common super-sequence of the five sequences [71]

This method, however, does not always produce an efficient result [60]. For example, it
produces the common scanpath ABA for the scanpaths AB and BA [60]. Thus, the common
scanpath illustrates that the person looked one AoI firstly [60]. After that, s/he looked
another AoI and then looked again the AoI which s/he firstly looked [60]. This situation
does not exist for the both scanpaths AB and BA [60]. Furthermore, this technique does
not always produce natural results [60]. For instance, there are four scanpaths whose string
representations are ABCA, ABDA, ABEA and ABFA [60]. Although all of these scanpaths
consist of four characters, this method produces a long scanpath which is ABCDEFA for
them [60]. This example illustrates that the SCS method sometimes produces a result which
does not comprise the significant features of the scanpaths (The length of the scanpaths will
be completely different from the common scanpath for the given example) [60].

Sub-pattern Detection: Some methods try to detect sub-patterns in eye tracking scan-
paths. The local alignment method is one of these methods [82]. It is also one of the
methods of eyePatterns software application 2 [82]. The local alignment method was orig-
inally used in bioinformatics for finding patterns in data [72]. This method is capable of
locally aligning two scanpaths using the Smith-Waterman algorithm [72]. This method is
different from the Needleman and Wunsch algorithm because it focuses on local alignment
instead of global alignment [72]. The local alignment method uses two scanpaths and high-
lights the sub-patterns which are seen in both of the scanpaths [82]. Only the areas which
will give the highest similarity score are aligned [82]. A sample run is shown in Figure 16.

Figure 16: A local alignment of two sequences [82]

One of the weaknesses of this method is dealing with only two sequences at the same
2http://sourceforge.net/projects/eyepatterns/
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time [82]. Besides this, since this method tries to produce the largest similarity score, some
sub-patterns cannot be recognised [82, 49]. Suppose that ABCDVWXYZ and VWXYZ-
ABCD are two scanpaths. This method aligns VMXYZ because its similarity score is higher
than the similarity score of aligning ABCD. This example is shown in Figure 17.

Figure 17: A local alignment of ABCDVWXYZ and VWXYZABCD [82]

eyePatterns also have a method to discover patterns [82]. It can deal with more than two
scanpaths [82]. However, this method is quite restricted while discovering patterns [82].
For example, it cannot detect any sub-pattern for ACBE, ABE, ADBE. These scanpaths
actually have ABE as a sub-pattern but this method does not have any tolerance for the
additional letters such as (A (D) BE).

eyePatterns allows searching patterns in scanpaths and then returning a number of sub-
patterns with their occurrences, too [82]. It is more tolerant in comparison to the discover
patterns method by allowing gaps [82]. In particular, when ABE is searched with allowing
gap size 1, the result will show that it occurs in all of three scanpaths: ACBE, ABE, ADBE.
If the gap size was defined as 0 (zero), the result would show that ABE is seen only in the
scanpath ABE.

eSeeTrack is an eye tracking analysis tool which considers three aspects: duration, fre-
quency and sequence [79]. It visualises eye tracking data by using a timeline and hierar-
chical structure as shown in Figure 18 and Figure 19 [79]. A timeline shows the sequence
of fixations where each fixation is represented as a coloured band [79]. The width of a
band represents the duration [79]. Therefore, long fixations can be easily recognised in the
timeline [79].

Figure 18: eSeeTrack - Timeline [79]

The hierarchical visualisation allows to see the sequential patterns with highlighting the
probabilities [79]. For example, Figure 19 illustrates when people look the “Sales Promo-
tion” area, they are likely to look at the same area again. [79].

T-Pattern, which stands for Temporal Pattern, was developed by Magnusson (2000) in
the area of behavioural science for analyse social interaction. T-Pattern detection requires
an input which is a series of events. According to Magnusson (2000), the type of behaviour
is called as event type and the occurrence of the behaviour is called as event. In particular,
“looks AoI A” is an event type and “looks AoI A at 10m:10s” is an event. Two event types
are defined as a T-Pattern if the following two rules are satisfied [49]:

1. Both two event types occur at least twice in the behavior record in the same order.
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Figure 19: eSeeTrack - Hierarchical visualisation which show the sequence with highlight-
ing probabilities [79]

2. Their occurrences are invariantly distributed over time.

There are two possible types of distribution which is called as critical intervals (CI) [49].
First one is Fast Critical Interval which requires the event type A occurs just before the event
type B [49]. Another critical interval is Free Critical Interval which requires the event type
A occurs before the event type B within a defined time interval [49]. Thus, the event type
A does not have to occur just before the event type B to be a T-Pattern for Free Critical
Interval [49]. Figure 20 shows how critical intervals work.

Figure 20: T-Pattern’s Fast and Free Critical Intervals with examples [49]

As shown in Figure 21, each detected T-Pattern can be combined with another event type
or T-Pattern [49]. As a consequence, a longer T-Pattern can be constructed by considering
the significance level which affects how many event types can occur between T-Pattern
elements while searching for critical intervals [49].

Figure 22 illustrates the longest T-Pattern which has been found for three users on Ama-
zon Web site3 [49]. They set minimum occurrences and length of T-Pattern to 2. Moreover,
they preferred to use Fast Critical Intervals and set the significance level to 0.01. Since
the critical interval and significance level configurations restrict detecting many T-Patterns,
they may cause losing some sequential pattern information.

Common Scanpath Identification: Using multiple sequence alignment algorithm was
proposed to identify a average scan pattern as a common scanpath for multiple users. Ac-
cording to this approach, each scanpath, which is a sequence, is aligned with another scan-
path to have their alignment [28]. This process is repeated for all of the scanpaths until a

3http://www.amazon.de/
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Figure 21: Longer T-Pattern detection with combining shorter T-Patterns [49]

Figure 22: Three users’ common sub-pattern on Amazon home page detected by T-
Pattern [49]

single scanpath is left and this scanpath is the average scan pattern which represents the
common behaviour of the entire group of scanpaths [28]. However, this approach was not
validated [28].

The Dot-plots algorithm was proposed for identifying common scanpaths for multiple
users [23]. The Dot-plots algorithm was originally developed for comparing two biolog-
ical sequences [42]. Figure 23 shows how the conventional Dot-plot algorithm works for
the two sequences BDCEBCDCDCDEDEDCD and BCECDCDCDEDECDC. As shown in
the figure, it uses two-dimensional matrix and one of the sequence is written horizontally
whereas another one is written vertically. If the same characters are matched, a point was
put into the intersection of these characters. After that, the longest line which represents the
common sequence of two sequences is tried to be identified. In Figure 23, BCCDCDDED
which is shown as a black line has been found as a common sequence of the two sequences.
However, the red line can be longer than the black line but there are some disconnections
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on the line. Because of this reason, it can be said that this algorithm is reductionist.

Figure 23: How the Dot-plot algorithm works for the two sequences BDCEBCDCDCDED-
EDCD and BCECDCDCDEDECDC

The Dot-plots based algorithm proposed by Goldberg and Helfman (2010) uses a hier-
archical structure where the scanpaths are leafs and the common scanpath is the root of the
hierarchical structure. To create the hierarchical structure, two scanpaths which produce the
longest common scanpaths with the Dot-plots algorithm are merged until a single scanpath
is left. While finding common scanpaths, a pair of scanpaths is represented in the dot-plots
and then find collinear points using regressions [23]. If the matching AoIs are close suf-
ficiently to the regression line which is a sequence, these AoIs should appear in the same
sequence [23]. Hence, some statistical models have been applied to address the reductionist
approach of the Dot-plots algorithm.

2.3.2 Scanpath as Geometric Figures

The spatial information, especially the lengths and angles, are typically lost when scanpaths
are analysed as strings. The following methods calculate similarities between scanpaths by
taking this type of information into consideration. However, these methods do not tend to
identify common patterns in eye tracking data. These methods are briefly explained below.

The nearest neighbour method was proposed by Mannan et al. (1995). This method is
able to find the linear distance and then calculate the similarity between two scanpaths with
preserving spatial information such as saccades lengths [47, 21]. The following equations
(Equation (4) and (5)) are used to calculate the similarity of two scanpaths [47, 21].

D2 =
n1 ∑

n2
j=1 d2

2 j +n2 ∑
n1
i=1 d2

1i

2n1n2(a2 +b2)
(4)

Similarity = (1− D
DT

)∗100 (5)

where

• d1i represents the distance between ith fixation on the first scanpath and its nearest
fixation on the second scanpath.
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• d2 j represents the distance between jth fixation on the second scanpath and its nearest
fixation on the first scanpath.

• n1 represents the number of fixations on the first scanpath.

• n2 represent the number of fixations on the second scanpath.

• a and b represents the display dimensions.

• Dr is the mean linear distance which is calculated by using 100 randomly generated
pairs of scanpaths.

The nearest neighbour method was improved by adding a constraint which states that
each fixation on a scanpath can be a nearest neighbour of only one fixation on the second
scanpath [30]. The nearest neighbour method and its improved version do not consider fixa-
tion durations [47, 30]. An additional improvement was made to support multi dimensions
such as fixation durations by Mathot et al. (2012). This method is capable of supporting
multi dimensions such as x and y coordinates, time and fixation durations [50]. Therefore,
while trying to find distance between the fixations, these aspects of the fixations can be
used [50]. The distance is calculated by the Euclidian distance shown in Equation (6) where
n represents a number of dimensions is used [50]. For example, if fixation duration, x and
y coordinates are used, there are three dimensions, so n is equal to 3.

d(p,q) =

√
n

∑
i=1

(pi−qi)2 (6)

When the distances are found, the distance between scanpaths S and T can be calculated
by using the formula which is shown in Equation (6) [50]. ns and nt represents the length
of S and T scanpaths [50]. In addition, di

s is the distance between the fixation i in S to its
closest fixation in T and d j

t is the distance between fixation j in T to its closest fixation in
S.

D(S,T ) =
∑

nS
i=1 di

s +∑
nT
j=1 d j

T

max(nS,nT )
(7)

The Vector-based, Multidimensional Scanpath Similarity Measure is able calculate the
similarity between two scanpaths [36]. It does not use pre-defined AoIs to construct string
representations of scanpaths because that way causes losing significant features of real scan-
paths such as its shape, length, saccades’ directions, fixations’ positions and durations [36].
In order to simplify the representation of the scanpaths, saccade vectors with similar di-
rection and/or short saccades vectors at similar positions are merged, then their fixation
durations are added to the beginning of the newly created vector [36]. Figure 24 shows an
example of original scanpath and its simplified version.

The saccades vectors on the simplified scanpath are matched the saccade vectors on
another simplified scanpath as shown in Figure 25 [36]. After that, these matched saccade
vectors can be compared with using the metrics such as saccades’ shapes and lengths [36].
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Figure 24: (A) Original scanpath (B) Simplified scanpath by the Vector-based, Multidimen-
sional Scanpath Similarity Measure [36]

Figure 25: Matched saccades vectors of scanpaths by the Vector-based, Multidimensional
Scanpath Similarity Measure [36]

2.3.3 The Weaknesses of the Existing Scanpath Analysis Methods

As can be seen in Table 3, none of the existing scanpath analysis methods support all of
the metrics. Although there are some promising methods - The averaging scan patterns
method [28] and the Dot-plots based algorithm [23] are two examples, these methods do not
consider any eye tracking metrics mentioned in the Section 2.1. However, these metrics are
useful to analyse data to increase its quality, for example, very short meaningless fixations
can be excluded [64, 73]. In addition, these metrics can be used to detect and eliminate
outliers which typically decrease the commonality in scanpaths.

Both of these methods suggest to use hierarchical structure. However, the averaging
scan patterns method which proposes using multiple alignment was not validated [28].
In addition, it was not explained which sequences should be merged [28]. Because of
the hierarchical structure, some information in intermediate levels can be lost because
of merging two scanpaths [15]. Assume that there are three sequences: S1:GATACCAT
S2:CTAAAGTC and S3: GCTATTGCG [15]. S1 and S2 can be aligned firstly and then
S1’= - - A - A - - A - - - can obtained [15]. Following this, S1’ and S3 can be aligned
and then S3’= - - - A - - - - - - - - can be obtained [15]. This example illustrates that the
hierarchical structure can make the method reductionist. Hence, this issue should be taken
into consideration.
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2.4 Possible Scanpath Analysis Methods

This project is interested in common sequential patterns in eye tracking data of multiple
users on Web pages. In the literature, there is not much research that takes more than two
scanpaths and tries to understand how people traverse a Web page for finding common
patterns in scanpaths (see Table 3). The Dot-plots algorithm [23] and eyePatterns’s discover
patterns technique [82] are two examples but these methods produce shorter scanpaths.
Short scanpaths are not useful for transcoding Web pages. In particular, when a common
scanpath consists of only one area, how this common scanpath can be used to transcode
Web pages?

There are some methods which have been successfully applied to find patterns in se-
quences in other fields, not in eye tracking [80, 15, 76]. These methods can potentially be
applied to find common eye tracking scanpaths. This chapter explains how these methods
work and how they provide benefits for scanpath analysis.

The longest common sub-sequence method can be used to produce longer sequences.
This algorithm was originally developed as a dynamic programming method to find longest
sub-sequence of two sequences, such as DNA Sequences, with time and space complex-
ities O(n2) [80, 15]. A sequence is called as a sub-sequence if it can be obtained by re-
moving zero or more characters from the original sequence [15]. For instance, ABD is a
sub-sequence of ABCD because it can be obtained by deleting one character, D, from the
original sequence. AB and CD are also the sub-sequences of ABCD. The longest com-
mon sub-sequence (LCS) of two sequences is the longest sub-sequence among all common
sub-sequences of both of the two sequences [15]. Since the LCS method tries to find the
longest sequence shared by two sequences, it is considered as possible approach to address
the reductionist problem of the existing methods.

Two steps are used in order to find the common sub-sequence of two sequences. The
pseudo-code of these steps are illustrated in Algorithm 3 and 4 4. Besides, Figure 26 shows
the longest common sub-sequence of five sequences and Figure 27 shows how the LCS
method work for two sequences.

Figure 26: The longest common sub-sequence of the five sequences [71]

The pseudo-codes provided is able to find the LCS of two sequences which is called as
2-LCS [15]. Step 1 constructs a matrix and Step 2 use the matrix to trace back it to create a

4http://www.cs.umd.edu/˜meesh/351/mount/lectures/lect25-longest-common-subseq.pdf
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Algorithm 3 Longest Common Subsequence: Step 1

Input: char x[1..m] char y[1..n]
Output: int c[0..m, 0..n]

1: int c[0..m, 0..n]
2: for i = 0 to m do
3: c[i,0] = 0
4: b[i,0] = SKIPX
5: end for
6: for j = 0 to n do
7: c[0,j] = 0
8: b[0,j] = SKIPY
9: end for

10: for j = 1 to m do
11: for i = 1 to n do
12: if x[i] == y[ j] then
13: c[i,j] = c[i-1,j-1]+1
14: b[i,j] = ADDXY
15: else if c[i−1, j]>= c[i, j−1] then
16: c[i,j] = c[i-1,j]
17: b[i,j] = SKIPX
18: else
19: c[i,j] = c[i,j-1]
20: b[i,j] = SKIPY
21: end if
22: end for
23: end for
24: return c[m,n]

LCS of two sequences. 2-LCS can be solved by using these steps [15]. However, it is NP-
hard (Non-deterministic Polynomial-time hard) to find k-LCS because k is not constant [15].
For instance, if the number of sequences is not constant, it is NP-hard to find the LCS of
more than two sequences such as five sequences which are shown in Figure 26 [15]. As the
number of sequences should be more than two and should not be constant, this issue should
be considered.

The Long Run algorithm [7], the Expansion algorithm [37] and the Best Next for Max-
imal Available Symbols (BNMAS) [32] are three algorithms for k-LCS problem. These
algorithms are explained with examples below [15]. Since this research project focuses on
finding the common scanpaths of multiple users, these algorithms can be considered useful
possible approaches.

The Long Run algorithm is explained with an example. Suppose that there are four
sequences which are S1: GCCGAAGTGAGC, S2: AGCTACAGTGCT, S3: AGACATG-
TACGA and S4: ACGCAAGTGAGC. The number of occurrence of each symbol in each
sequence is identified. Therefore, S1: [2A 5G 3C 2T], S2: [3A 3G 3C 3T], S3: [5A 3G
2C 2T] and S4: [4A 4G 3C 1T] are identified for the four sequences as a result of which
the minimum number of occurrences are selected so that [A G C T]: [2A 3G 2C 1T] is
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Algorithm 4 Longest Common Subsequence: Step 2

Input: char x[1..m] char y[1..n] int b[0..m,0..n]
Output: String LCS

1: String LCS
2: j = m
3: j = n
4: while i != 0 AND j != 0 do
5: if b[i, j] = ADDXY then
6: add x[i] to front of LCS
7: i - -
8: j - -
9: else if b[i, j] = SKIPX then

10: i - -
11: else if b[i, j] = SKIPY then
12: j - -
13: end if
14: end while
15: return LCS

Figure 27: How the longest common sub-sequence method works: (a) Step 1 (b) Step 2 [15]

identified. This helps to understand all of the sequences have two As, three Gs, two Cs and
one T. This algorithm does not provide anything about the sequence of the symbols which
is essential for this project. However, this algorithm helps to identify mostly visited AoIs
which can be interpreted as important and noticeable areas [58]. These areas should be seen
in common scanpaths.

The Expansion algorithm is also explained with an example. Suppose that there are two
sequences S1: AAAACCCAAAA CCA and S2: AAACCCCAAAACCC. These sequences
are re-written, so S1 becomes A4C3A4C2A and S2 becomes A3C4A4 C3. Therefore, ACAC
is a sub stream which has no contiguously same symbol and the sub-stream is seen in both
of the sequences. This sub-stream is expanded step by step, for example, A2CAC is the first
expanded sub-stream, and A3C3A4C2 has been found.

This technique provides a solution for k-LCS problem. Suppose that there are four
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sequences which are S1: AABBCABCA, S2: BBCAABCBA, S3: CACACBBCB and S3:
ABCACBACB. The longest common sub-sequences are found in pair-wise manner by using
the technique which is mentioned just above. ACACBCB and BBCABCA have been found
as LCSs. One of them should be chosen. Assume that ACACBCB is chosen which is the
LCS of S3 and S4. In this case, S3 and S4 are removed from the list and their LCS should be
put in the list. Hence, the list involves three sequences which are (S3, S4): ACACBCB, S1:
AABBCABCA and S2: BBCAABCBA. This process is repeated until a single sequence is
left. The single sequence is the common sub-sequence in all of the sequences. Particularly,
some AoIs can be lost when the LCS of two sequences is tried to be found. Therefore, the
lost AoIs cannot be evaluated in next stage. This can cause producing shorter sequences at
the end.

Figure 28 shows how the Best Next for Maximal Available Symbols algorithm works. In
this example, there are four sequences and it is tried to find their LCS. A, G, C and T are four
different symbols which are used in these sequences. v(A), v(G), v(C) and v(T) should be
calculated. Let us calculate v(T) as an example. Here, it is required to find v(T,1), v(T,2),
v(T,3) and v(T,4). For v(T,1), the first sequence which is GCCGAAGTGGCT should be
analysed. Last T should be selected and then the number of occurrences before this symbol
(including the symbol) should be calculated. There are two As, three Cs, five Gs and two
Ts. Hence, v(T,1) = [2 3 5 2] is calculated. By using the same way, v(T,2) is calculated as
[3 3 3 3], v(T,3) is calculated as [3 2 1 2] and v(T,4) is calculated as [3 2 2 1]. After that,
the minimum number of occurrences for each symbol is selected and the v(T) is calculated
as [2 2 1 1]. v(A): [2 1 2 0], v(G): [2 3 2 1] and v(C): [2 2 2 1] are calculated, too. Since the
highest sum of all values in v(Symbol) is v(G)’s, G is put into the LCS. Then, last G is found
all of the sequences and the symbols which appear after the symbol (including the symbol)
are removed and the process is continued until one of the sequence is lost. This algorithm
considers frequency which is significant while analysing eye tracking data as mentioned
earlier.

Our literature review shows that people can follow different paths while traversing on
Web pages. Thus, the probabilities between AoIs should be considered. Apriori algorithm is
another useful approach for finding patterns using a probabilistic approach. Market basket
transactions are well known examples of these types of algorithms [76]. Table 4 illustrates
an example dataset and the rule which can be extracted from the data set is {Diapers →
Cola}.

TID Items
1 {Bread, Milk}
2 {Bread, Diapers, Beer, Eggs}
3 {Milk, Diapers, Beer, Cola}
4 {Bread, Milk, Diapers, Beer}
5 {Bread, Milk, Diapers, Cola}

Table 4: Example market basket transactions dataset [76]

The example below illustrates how Apriori algorithm works step by step with the dataset
in Table 8.

1. Suppose that a database is read and then the frequent 1-itemsets and their supports
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Figure 28: How BNMAS works [15]

are identified as shown in Table 8. Minimum support value is very significant here.
Assume that it is defined as ‘2’. Hence, {1} and {9} are eliminated because of the
minimum support value and then the following list is created. L1 = {{2} → 6, {3}
→ 6, {4} → 4, {5} → 8, {6} → 5, {7} → 7, {8} → 4}

2. Candidate generation step is applied to L1 and the following candidates are created.
C2 = { {2,3}, {2,4}, {2,5}, {2,6}, {2,7}, {2,8}, {3,4}, {3,5}, {3,6}, {3,7}, {3,8},
{4,5}, {4,6}, {4,7}, {4,8}, {5,6}, {5,7}, {5,8}, {6,7}, {6,8}, {7,8}} The Prunning
step, which will be explained later, does not affect the list C2. The database is read
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{1} 2
{2} 6
{3} 6
{4} 4
{5} 8
{6} 5
{7} 7
{8} 4
{9} 2

Table 5: Example dataset (1-itemsets) for the demonstration of how Apriori algorithm works

again to identify the support of each candidate in C2. The following list is created
because of the minimum support value. L2 = { {2,3} → 3, {2,4} → 3, {3,5} → 3,
{3,7} → 3, {5,6} → 3, {5,7} → 5, {6,7} → 3}

3. Candidate generation step is applied to L2 and the following candidates are created.

{2,3,4} is generated from {2,3} and {2,4}
{3,5,7} is generated from {3,5} and {3,7}
{5,6,7} is generated from {5,6} and {5,7}
C3 = {{2,3,4}, {3,5,7}, {5,6,7}}

{2,3,4} is pruned by the Prunning step owing to the fact that not all of the sub-sets of
size 2 which are {2,3}, {2,4} and {3,4} do not exist in L2. Therefore,
C3 becomes {{3,5,7}, {5,6,7}}

The database is read again to identify the support of each candidate in C3. The fol-
lowing list created because of the minimum support value. L3 = {{3,5,7} → 3}

4. As L3 has only one element and C4 has no element, the algorithm stops and returns
the following list L = L1 ∪ L2 ∪ L3

Apriori algorithm does not take sequential patterns into consideration [59]. It means
that {3,5} and {5,3} are not different [59]. However, this project is trying to find common
sequential patterns in eye tracking data for transcoding Web pages. PrefixSpan [56] (Prefix-
projected Sequential pattern mining) and BIDE (BI-Directional Extension based frequent
closed sequence mining) [81]5 are two algorithms which are similar to Apriori algorithm
but consider sequential patterns with a probabilistic approach. However, BIDE discovers
only closed sequential patterns in sequence databases.

2.5 Lessons Learned

To achieve our project’s objective we need to analyse eye tracking data from different as-
pects in depth to find common patterns. This section briefly explains how eye tracking data

5http://www.philippe-fournier-viger.com/spmf/index.php
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should be analysed step by step in order to achieve our objective.
Since users may differently traverse on Web pages [17, 27], it can be difficult to identify

common sequential patterns in eye tracking data for multiple users. Eye tracking metrics
will guide us to identify outliers. Assuming that eye tracking data shows us most people,
such as 90 %, complete a specific task very quickly but only a few of them make many
saccades to complete the task. The users should be analysed separately from the others to
increase commonality. Besides, the users who cannot complete the task should be separated
if any.

Eye trackers collect a large volume of data, however it is suggested that people need
at least 150 ms to process object [64]. Therefore, the fixations whose durations are less
than 150 msec may not be meaningful. Short fixations can be excluded to eliminate noisy
data [73]. Pre-processing of eye tracking data helps improving the quality of eye tracking
data.

This project aims to identify common scanpaths in terms of visual elements of Web
pages. Web page’s visual elements, i.e., AoIs, can be generated automatically. The seg-
mentation algorithm should provide semantic AoIs instead of the simple grid-layout AoIs
to have more meaningful AoIs.

When AoIs are identified, it can easily be identified which AoIs fixations locate using
fixations’ x and y coordinates and AoI’s widths, lengths, x and y coordinates. Next, fixations
get the name of their AoI to create string representations of scanpaths.

There is not much research that identifies common sequential patterns in eye tracking
data for multiple users on Web pages (see Table 3). The existing ones, such as eyePatterns’s
discover and search patterns techniques [82], can produce very short scanpaths which cannot
be useful for transcoding Web pages. The longest common sub-sequence method can be
used to produce longer scanpaths [15]. In addition, the probabilities of transition between
AoIs should be taken into consideration all of the users may follow different paths but a
considerable number of people may follow the same path.

The existing scanpath analysis methods tend to ignore the complexities of underlying
cognitive processes: when one follows a path to achieve a task, there is a reasoning that
affects their decision, and none of these algorithms capture that. Cognitive processes should
be taken into consideration.

3 Preliminary Experiments

Preliminary experiments were carried out to investigate the strengths and weaknesses of the
existing scanpath analysis methods. These experiments will inform the development of our
algorithm. Our algorithm will mainly be developed on the preliminary experiment results
and the literature review findings, in particular, it will be based on our framework explained
in the previous chapter. The existing eye tracking dataset was used [10]. This chapter
starts with describing the dataset and then continues with the discussion of the conducted
experiments.

3.1 An Eye Tracking Dataset

The existing eye tracking dataset collected by Brown at al. (2012) was used for our pre-
liminary experiments. For the purpose of their study, Brown at al. (2012) designed a Web
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site for HCW Travel Company. Figure 29 shows the home page of the HCW Travel Web
site. They asked their participants to complete two tasks on the home page: (1) read latest
news from HCW Travel Company and (2) click on “Special Offers” link on the main menu.
While the participants were completing the tasks, their eye movements were tracked using
Tobii Eye Tracker with the screen resolution 1280 x 1024. Twelve people participated who
were students and employees at the University of Manchester between the ages of 18 and
45.

Figure 29: The HCW Travel Home Page

When we watched the eye tracking recordings, we recognised that there were some
problems for two participants. One participant could not complete the tasks accurately
because of some misunderstandings and another participant did not look the screen appro-
priately. Therefore, we eliminated their data from our experiments.

We needed AoIs to create the string representations of the scanpaths. These AoIs should
be associated with the source code of Web pages because they will be used to transcode
Web pages. Since VIPS is a well-known Web page segmentation algorithm which uses the
structural information provided in HTML DOM and visual presentation [13, 83], we have
created the AoIs automatically using the extended version of VIPS algorithm developed as
a part of eMine project 6 [2]. The extended version supports some additional terms such as
HTML5 Tags [2].

We developed an application on ACTF Platform 7 to create the string representations
of the scanpaths using automatically generated AoIs. This application accepts eye tracking
data in CSV format which includes fixation information such as fixation duration, x and y
coordinates. Since we have already known AoIs’ widths, height, x and y coordinates from
the VIPS algorithm, our application easily detects which AoIs the fixations are located using

6http://emine.ncc.metu.edu.tr/
7http://www.eclipse.org/actf/
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the x and y coordinates of fixations. Next, the fixations get the names of their AoIs to create
the string representations. Our application is also able to highlight an AoI for a fixation,
namely point, of a particular recording as shown in Figure 30.

Figure 30: Our application for creating string representations of scanpaths

Once AoIs were automatically generated, the existing eye tracking dataset was exported
on the home page of HCW Travel Company in CSV format. It was used as an input for our
application. Since the 5th segmentation granularity level was found as the most successful
level with approximately 75% user satisfaction, we decided to use the 5th level for our
experiments [3]. To prevent any problems in identifying the fixations’ AoIs, we studied with
a screen whose resolution is the same as the Tobii Eye Tracker’s screen resolution. Besides
this, the string representations of the scanpaths were simplified by abstracting repetitions [9,
36]. For example, AABBBCCCCC becomes ABC. Table 6 shows the abstracted string
representations of the scanpaths our application creates for the segmented Web page shown
in Figure 29 without excluding any fixations.

As can be seen from the table, people have different strategies to complete the same task,
and they follow slightly different paths to achieve the same task. For example, participant 3
and 4 followed a longer path in terms of the number of visual elements visited to complete
the given task compared to participant 6 and 8.
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Scanpaths
S1: ABCBDCACACBEBDEBE
S2: FGFGHAEBEBDEBEBEDEDCECEDECDG
S3: ABIJKGDFGFGCDEDAEDLJDADIEDEDEDEDEDAKGDCDEDGC
S4: CFCFCGDGFCDFACIDEBECKCDEBDEBEBEBEBECEDECFECFD
S5: DACFGFADEDEDEDEDEDC
S6: DFDCABEDCD
S7: BDGEBCGDFDCDEDEDCD
S8: CFCGFCFCDECEFCD
S9: BGEFGCDCDGDEDEFDC
S10: DKHDGFBEFDGB

Table 6: The abstracted string representations of the scanpaths on the segmented Web page
shown in Figure 29

3.2 Experiments with the Existing Approaches

This section discusses the experiments which were conducted with some existing scanpath
analysis methods.

3.2.1 String-edit Algorithm

The String-edit algorithm can be used to determine the distance, i.e., dissimilarity, between
two eye tracking scanpaths [43]. As it works with only two scanpaths at the same time, it
can be applied to multiple scanpaths in pair-wise manner. Two-dimensional matrix can be
used to store the dissimilarities between all pairs of the scanpaths.

We applied the String-edit algorithm to the scanpaths in Table 6. Figure 31 shows the
result when the String-edit algorithm was applied to Scanpath 1 and 8 as an example 8. In
addition, Table 7 shows two-dimensinonal matrix which includes the dissimilarities between
all pairs of the scanpaths.

Figure 31: How the String-edit algorithm works for the two sequences

To conclude, since this project is interested in common patterns in eye tracking data, we
may choose to create a hierarchical structure where the root shows the common scanpath
for all of the scanpaths. In this case, similar scanpaths should be merged to produce longer

8http://www.csse.monash.edu.au/˜lloyd/tildeAlgDS/Dynamic/Edit/
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S1 S2 S3 S4 S5 S6 S7 S8 S9 S10
S1 0.0 21.0 34.0 33.0 14.0 11.0 14.0 13.0 13.0 12.0
S2 21.0 0.0 27.0 25.0 16.0 21.0 17.0 21.0 19.0 23.0
S3 34.0 27.0 0.0 31.0 28.0 36.0 31.0 35.0 31.0 37.0
S4 33.0 25.0 31.0 0.0 30.0 36.0 33.0 30.0 33.0 38.0
S5 14.0 16.0 28.0 30.0 0.0 13.0 11.0 12.0 9.0 14.0
S6 11.0 21.0 36.0 36.0 13.0 0.0 10.0 10.0 11.0 7.0
S7 14.0 17.0 31.0 33.0 11.0 10.0 0.0 10.0 8.0 13.0
S8 13.0 21.0 35.0 30.0 12.0 10.0 10.0 0.0 11.0 13.0
S9 13.0 19.0 31.0 33.0 9.0 11.0 8.0 11.0 0.0 13.0
S10 12.0 23.0 37.0 38.0 14.0 7.0 13.0 13.0 13.0 0.0

Table 7: The distances between the scanpaths in Table 6 calculated by the String-edit algo-
rithm

scanpaths to next level. Otherwise, unacceptably short or no common scanpath is likely to
be produced. Using the two-dimensional matrix allows us identifying the two most similar
scanpaths. For example, Table 7 illustrates that Scanpath 6 and 10 are the most similar
scanpaths because the dissimilarity between two scanpaths is the lowest value (which is
7.0) in the matrix.

3.2.2 Transition Matrix

The Transition matrix method determines the probabilities of the transition between AoIs
[82]. Since there might be differences in how people traverse on Web pages, it is useful to
keep probabilities, for example, 90 % of the participants might AoI A after AoI B [17].

When this method was applied to the scanpaths shown in Table 6, the transition matrix
in Figure 32 was created. For example, Figure 32 illustrates that when people look AoI D,
they looked AoI E after AoI D with 46,16 % and looked AoI E before AoI D with 39,63 %
probability. Although this matrix is able to show the transition probabilities between AoIs,
it does not give any information about the start and the end points.

In conclusion, using a probabilistic approach is useful because of the possible variations
in scanpaths. However, additional analysis should be done to calculate the probabilities
about the start and the end points. For example, when we look the scanpaths shown in
Table 6, we see that more people started with AoI D; therefore AoI D might be considered
as a start point.

3.2.3 eyePatterns

We conducted experiments with the following three methods of eyePatterns application: the
local alignment method, the discover patterns technique and the search patterns technique.

Local Alignment Method

The local alignment method focuses on locally aligning two sequences to maximise the
alignment score, which can be considered as the similarity score [72]. This technique of
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Figure 32: Transition matrix generated by the scanpaths in Table 6

eyePatterns uses the following default values to determine the alignment score: match re-
ward is 1, gap cost is 0 and mismatch penalty is -1 [82]. Moreover, it allows importing a
substitution matrix for determining the alignment score. This method can be applied to two
sequences. An example local alignment of our scanpaths 5 and 8 is shown in Figure 33.

The findings show that this technique detects some common patterns between two se-
quences but it does not support more than two sequences. The hierarchical structure can
be constructed using this method for further experiments to see whether it is capable of
producing useful results for our project.
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Figure 33: A local alignment of the scanpaths 5 and 8 in Table 6

Discover Patterns

eyePatterns application allows discovering patterns in multiple eye tracking scanpaths but it
has no tolerance for extra items [82]. It asks for defining the length of pattern and minimum
number of occurrences.

Figure 34 shows an example result when the length of pattern is set to 5 and the min-
imum number of occurrences is set to 2. According to Figure 34, DEDED is a pattern
which is seen in eight times but in the three scanpaths which are our third, fifth and seventh
scanpaths in Table 6. However, DEDED pattern cannot be detected in the ninth scanpath
(BGEFGCDCDGDEDEFDC) because of the extra item F. This example clearly illustrates
that this algorithm is very reductionist which is not efficient for our project.

Figure 34: The discover patterns technique results when it was applied on the scanpaths in
Table 6 with the length of pattern 5 and the minimum number of occurrences 2

Search Patterns

eyePatterns application provides an opportunity to search patterns in eye tracking scanpaths,
too [82]. This technique is more tolerable compared to the discover patterns technique
because it has a gap size which allows maximum 5 extra items in within patterns. When
DEDED was searched as a pattern without any gap size, it was found in three scanpaths
as shown in Figure 35. In contrast, when the gap size is defined as 5, it was found in four
scanpaths as shown in Figure 36.

To conclude, although this technique is useful for searching patterns with a gap size, our
project does not focus on searching for specific patterns. However, when we find a common
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Figure 35: The search patterns technique results when it was applied on the scanpaths in
Table 6 without any gap size

Figure 36: The search patterns technique results when it was applied on the scanpaths in
Table 6 with a gap size 5

scanpath for a set of scanpaths, we can use this technique to search for the common scanpath
to see if it is supported by the set of scanpaths.

3.2.4 Dot-plots Algorithm

The conventional Dot-plots algorithm can be used to find the common sequence of two se-
quences [23]. It was applied to the following two scanpaths: BDGEBCGDFDCDEDEDCD
and BGEFGCDCDGDEDEFDC. Figure 37 illustrates how this algorithm works for these
scanpaths. Black line is detected as a common sequence. Although the red line can create
a longer common sequence, it cannot be detected because of the disconnections within the
line. This example shows that this method is not capable of detecting the possible longest
scanpath.

As mentioned in the literature review, some statistical models were applied by Goldberg
and Helfman (2010) to address the reductionist approach of the Dot-plots algorithm by
merging the points into the line if they are close enough to the line. Moreover, Goldberg
and Helfman (2010) points out that a hierarchical structure can be created using the Dot-
plots algorithm with the statistical models to find a common scanpath for a set of scanpaths.

We constructed a hierarchical structure with the conventional Dot-plots algorithm and
used the scanpaths in Table 6. D was found as a common scanpath which was not useful
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Figure 37: How the Dot-plots algorithm works for BDGEBCGDFDCDEDEDCD and BGE-
FGCDCDGDEDEFDC

for transcoding. Since the implementation of the method of Goldberg and Helfman (2010)
is not available to the public, we require implementing it for further experiments.

3.3 Experiments with Possible Approaches

This section discusses the experiments conducted using possible scanpath analysis methods
which were originally developed in other fields but can potentially be applied to eye tracking
data (see the Section 2.4).

3.3.1 Longest Common Subsequence

The longest common sub-sequence method works with two sequences to find the longest
sequence from all of the sub-sequences of two sequences [15]. When this algorithm was
applied to the following two scanpaths: BDGEBCGDFDCDEDEDCD and BGEFGCD-
CDGDEDEFDC, it produces BGEFDCDEDEDC whereas the Dot-plots algorithm pro-
duces GEDDDEDE and the discover patterns technique of eyePatterns can find DEDE as
the longest common scanpath. These examples show that the LCS method is less reduction-
ist than the Dot-plots algorthm and the discover patterns technique of eyePatterns. Hence,
it can be used to address the reductionist approach of other algorithms. However, the LCS
method does not consider any probabilities, so it tends to ignore AoIs if they are not visited
by all users, even though most users may visit them.
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3.3.2 Apriori Algorithm

The particular implementation of Apriori algorithm was used for our preliminary experi-
ments [8]. This algorithm was applied to the eye tracking scanpaths shown in Table 6 with
the minimum support 75 %. The results in Table 8 were provided. These findings show that
there is no repetition in the patterns, so each AoI can be seen once in the patterns. There-
fore, it does not support regressive saccades which can be interpreted as the difficulty of
extracting information from visual stimuli [63]. Furthermore, it can be seen that all of the
participants looked AoI D and AoI E. Similarly, heat maps show which areas get more atten-
tion of users. However, both heat maps and Apriori algorithm do not give any information
about their sequence.

As a result, we cannot find sequential patterns with Apriori algorithm. However, the
probabilistic approach guides us which AoIs should be seen in common scanpaths. In
particular, D and E should be seen in the common scanpaths. In addition, C should be
considered because 90 % of the participants visited it.

Pattern Support %
D E 100
D 100
E 100
B D E 80
B D 80
B E 80
B 80
G D E F 80
G D E 80
G D F 80
G D 80
G E F 80
G E 80
G F 80
G 80
C D E 90
C D 90
C E 90
C 90
C F D E 80
C F D 80
C F E 80
C F 80
F D E 90
F D 90
F E 90
F 90

Table 8: Apriori algorithm results when it was applied on the scanpaths in Table 6 with a
minimum support 75%
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3.3.3 BIDE Algorithm

BIDE is an algorithm which is developed based on Apriori algorithm, but it discovers closed
sequential patterns in sequence databases [81]. The experiment was conducted with the
minimum support 75 %. The findings are shown in Table 9. As can be seen from the
table, 80 % of the participants looked AoI D and then AoI E, even though they may look
some other AoIs between D and E. If D is far enough from E in the sequence, DE is not
considered as closed sequential pattern. Although some information can be lost, closed
sequential patterns can be useful for transcoding. For example, if there is a closed pattern
DE, AoI D and AoI E should be close to each other in the transcoded version of the Web
page.

Pattern Support %
D E 80
D 100
E 100
F E 70
F 90
G E 80
B 80
C 90

Table 9: BIDE algorithm results when it was applied on the scanpaths in Table 6 with a
minimum support 75%

4 eMINE Scanpath Analysis Algorithm

Our current work aims to address the problems of the existing scanpath analysis methods
which are mentioned in the literature review (especially in the Section 2.3) and the discus-
sion of the preliminary experiment results. Some common problems are being reduction-
ist, ignoring eye tracking metrics and cognitive process. However, in the scope of eMINE
project we focused on the problem being reductionist. We developed eMINE scanpath anal-
ysis algorithm that takes a number of scanpaths and returns a pattern that is common in all
scanpaths that means we are trying to identify a route in terms of visual elements followed
by our participants.

Algorithm 5 shows our proposed eMINE algorithm which takes a set of scanpaths and
return a scanpath which is common in all the given scanpaths. If there is only one scanpath,
it returns that one as the common scanpath, if there is more than one, then it tries to find
the most similar two scanpaths in the given list. It does this by using the the Levenshtein
Distance which is the traditional String-edit algorithm [38]. Then it removes these two
scanpaths from the given list of scanpaths and introduces their common scanpath to the list
of scanpaths given originally. This continues until there is only one scanpath.
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4.1 eMINE Scanpath Analysis Algorithm with an Example

This process is illustrated in Figure 38 using the scanpaths in Table 10. These scanpaths
were created using the 3rd segmentation granularity level without excluding any fixations.
When we start the algorithm there are 10 scanpaths, then in the first iteration the most
common scanpaths are S2 and S4, therefore we apply the longest common sub-sequence
method to these two scanpaths and generate a common one called S24. S2 and S4 are then
removed from the list and S24 is introduced to the list of scanpaths. For all ten scanpaths
in Table 10, our algorithm returns CDED as the common scanpath which is illustrated in
Figure 39 by arrows. It shows that people start to look at the first item of the content, then
they looked at the menu, the latest news part and then they looked at the menu.

Algorithm 5 Find Common Scanpath
Input: Scanpath List
Output: Scanpath

1: if the size of Scanpath List is equal to 1 then
2: return the scanpath in Scanpath List
3: end if
4: while the size of Scanpath List is not equal to 1 do
5: Find the two most similar scanpaths in Scanpath List with the Levenshtein Distance
6: Find the common scanpath by using Longest Common Subsequence
7: Remove the similar scanpaths from the Scanpath List
8: Add the common scanpath to the Scanpath List
9: end while

10: return the scanpath in Scanpath List

Scanpath
S1: ABCBDCACACBEBDEBE
S2: CAEBEBDEBEBEDEDCECEDECACDC
S3: CABFACDCDEDAEDFDADFAEDEDEDEDEDACDCDEDC
S4: CACDCDCACFDEBECACDEBDEBEBEBEBECEDECECD
S5: DACADEDEDEDEDEDC
S6: DCDCABEDCD
S7: BDCEBCDCDCDEDEDCD
S8: CACDECECD
S9: BCECDCDCDEDECDC
S10: CACDADCBECDCB

Table 10: The abstracted string representations of the scanpaths on the segmented Web page
shown in Figure 39

4.2 Initial Informative Validation

If we revisit the task that the participants were asked to complete in the original study
(see the Section 3.1), we see that the path generated by our algorithm is quite logical [10].
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Figure 38: Our algorithm applied on scanpaths in Table 6.

Figure 39: Common scanpath on the HCW Travel Web page detected by our algorithm
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The path very nicely matches with what people asked to complete. When we generate
a transition matrix, we also see that it supports this path. For example, according to the
transition matrix shown in 11, if the people look AoI D, it is most likely that they will look
AoI E (46.16 %) after AoI D and they have already looked AoI C (42.6 %) just before AoI
D.

A B C D E F
A 0

0.0%
0.0%

3
15.0%
15.0%

11
55.01%
23.92%

3
15.0%
5.56%

3
15.0%
6.53%

0
0.0%
0.0%

B 0
0.0%
0.0%

0
0.0%
0.0%

3
14.29%
6.53%

5
23.81%
9.26%

12
57.15%
26.09%

1
4.77%
25.0%

C 12
25.54%
63.16%

4
8.52%
20.0%

0
0.00%
0.00%

23
48.94%
42.6%

7
14.9%
15.22%

1
2.13%
25.0%

D 5
9.62%
26.32%

0
0.0%
0.0%

21
40.39%
45.66%

0
0.0%
0.0%

24
46.16%
42.18%

2
3.85%
50.0%

E 0
0.0%
0.0%

13
28.89%
65.0%

11
24.45%
23.92%

21
46.67%
38.89%

0
0.0%
0.0%

0
0.0%
0.0%

F 2
50.0%
10.53%

0
0.0%
0.0%

0
0.0%
0.0%

2
50.0%
3.71%

0
0.0%
0.0%

0
0.0%
0.0%

Table 11: Transition matrix generated by the scanpaths in Table 10

When our algorithm is applied to the scanpaths in Table 6 which were created for the
5th segmentation granularity level, DED is created as a common scanpath. This common
scanpath is also supported by the transition matrix in Figure 32 which is created using the
scanpaths. It also supports the tasks on the Web page. As can be seen from the result, the
segmentation granularity level is important. It affects the common scanpath. Therefore,
the best suitable segmentation level should be identified for our project. Moreover, further
studies with more participants and pages need to be conducted to validate the proposed
approach.

5 Summary

To address the problems of accessing the Web in such constrained environments, transcod-
ing techniques have been proposed to re-engineer Web pages to make them more accessible
[83, 46, 39, 44]. If we know how people read Web pages, we can provide them the more
efficient version of Web pages. Eye tracking may allow us to drive Web page transcoding
with a better understanding of users’ experience and prediction of future interactions. In
order to make the Web pages more accessible for a wide range of people, we are interested
in transcoding based on common patterns in eye tracking data instead of individual patterns.
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However, there is not much research in identifying common scanpaths. The conventional
Dot-plots algorithm [23] and eyePatterns’s discover patterns technique [82] are two exam-
ples. However, these algorithms are reductionist which means they are likely to produce
unacceptable short scanpaths for transcoding. Moreover, they tend to ignore cognitive pro-
cess which can affect people’s decisions. Besides, they simply accept string representations
of scanpaths without analysing eye tracking data. Since eye trackers collect a large amount
of data, pre-processing should be applied by considering eye tracking metrics to improve
the quality of data. For example very short fixations, which have no meaning, can be re-
moved [64, 73]. However, most of the algorithms do not focus on eye tracking metrics
as shown in our framework (see Table 3). In the scope of eMINE project, we developed
an algorithm to address the problem of being reductionist as mentioned in Section 4. The
remaining problems will be considered as future work.
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Glossary

Area of Interest Area of Interest which is widely known as AoI
is an area on a display or visual environment
which gets fixations [35]. The identification of
these areas depends on researchers’ purposes. For
example, some researchers prefer to use a grid-
layout [75] and some other researchers use some
semantic AoIs [17]. Header and menu are exam-
ples of semantic AoIs., 2

Fixation Fixation is a position where eyes are relatively
stable within some threshold of diameter over
some minimum duration and with a velocity be-
low some threshold [35, 65]. Velocity is the dis-
tance between the current gaze point and the pre-
vious or next gaze point [67]. These parame-
ters are used to aggregate gaze points into fixa-
tions [77, 67]. Fixations are represented as cir-
cles. New information is usually obtained from
fixations [62]. However, an object can some-
times be identified without any fixations because
of the visual field which is split into foveal,
parafoveal and peripheral regions where foveal
region is the narrowest and peripheral region is
the widest [62]., 1

Gaze Gaze is defined as “a series of consecutive fixa-
tions within an area of interest” [35, 65]., 7

Gaze Point Gaze point is a raw eye movement data point and
it can be distinguished from other data points us-
ing the combination of its timestamp, x and y co-
ordinates [77]., 1

Saccade Saccade is a quick eye movement between fix-
ations [57]. Saccades are shown as lines be-
tween circles. Eyes cannot be really constant, i.e.
they make small movements, because of constant
tremor of the eyes. It is called as Nystagmus [62].
These are different from saccades., 1

Scanpath Scanpath is a defined as “a sequence of fixations
and saccades” [57]. Since a scanpath shows a se-
quence, it allows to see where the scanpath starts,
which path it follows and where it finishes., 1
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