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Web pages are typically designed for visual interaction. In order to support visual interaction they are designed to include a number of visual segments. These visual segments typically include different kinds of information, for example they are used to segment a web page into a number of logical sections such as header, footer, menu, etc. They are also used to differentiate the presentation of different kinds of information. For example, on the news site they are used to differentiate different news items. This technical report aims to review what has been done in the literature to automatically identify such segments in a web page. This technical report reviews the state of the art segmentation algorithms. It reviews the literature with a systematic framework which aims to summarize the five Ws – the ‘Who, What, Where, When, and Why’ questions that need to be addressed to understand roles of web page segmentation.
eMINE

The World Wide Web (web) has moved from the Desktop and now is ubiquitous. It can be accessed by a small device while the user is mobile or it can be accessed in audio if the user cannot see the content, for instance visually disabled users who use screen readers. However, since web pages are mainly designed for visual interaction; it is almost impossible to access them in alternative forms. Our overarching goal is to improve the user experience in such constrained environments by using a novel application of eye tracking technology. In brief, by relating scanpaths to the underlying source code of web pages, we aim to transcode web pages such that they are easier to access in constrained environments.
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1 Introduction

Web pages are typically designed for visual interaction. In order to support visual interaction they are designed to include a number of visual segments. These visual segments typically include different kinds of information, for example they are used to segment a web page into a number of logical sections such as header, footer, menu, etc. They are also used to differentiate the presentation of different kinds of information. For example, on the news site they are used to differentiate different news items. However, unfortunately the underlying source code is not encoded in such a way to differentiate the visual segments. They are typically encoded for visual consumption and not for machine processing. For example, Figure 1 shows a screenshot of a news site. If we look at the visual rendering of the page, the segments are clearly differentiated. For example, one can easily look at the visual rendering and can differentiate the header which has red background colour, top menu which has black and grey background colour, headline news which has a bigger image and a larger text for the header, etc. However, when we look at the source code we cannot see such kind of clear segmentation or pattern in the source code. We can find list items, paragraphs, etc. However, identifying such segments can be very useful for different fields, for example, web pages can be properly displayed or repurposed for mobile devices, blind users can easily access them with their screen readers, search engine can use such implicit information to provide a better search result, etc.

If we consider the design and delivery process of web pages, segmentation can be done at different phase of web page development. There are some work that aims to annotate web pages or create web pages that already includes information about segments. For example, [22] proposes a technique that composes web pages as a number of segments. Alternative to this approach is to segment web pages after they are designed and developed. This could be done in two ways, manually or automatically. There are a number of work that aims to segment web pages manually, for example [6, 63] proposes a tool that can be used to manually annotate segments in a web page. Even though this could generate good quality annotations, there are a number of problems:

There are a number of work that aims to identify the segments in a web page manually, however in this work we are interested in automatic segmentation of web pages. There are also some issues:

1. it is labor-intensive;
2. it is error-prone;
3. does not scale, especially with dynamic content, the manual segmentation needs to be updated very often;

Alternative to manual evaluation is automated evaluation. There are a number of work in the literature that aims to automate the process of segmentation, but the segmentation of web pages is not a straightforward task and there are a number of challenges associated with it [33]. These challenges include:

1. the ambiguity in defining the boundary of a segment – the ambiguity in terms of source code and the visual presentation;
2. the heterogeneity of web pages – different web sites have different layout;
3. the parameters/modifications needed to train an algorithm;
4. the performance, the time, speed it would take to process a web page;
5. issues with dynamic web pages, Javascript, dynamic updates, web 2.0;
6. Copyright issues as the web page is actually changed by a third party;
7. Web pages are not properly marked up, even TIDY cannot tidy up the page;
8. Dynamic content adds extra challenge – pages include different parts with varying freshness and sharability requirements, fragments are updated with different rate and frequency.

This technical report aims to review what has been done in the literature to automatically identify such segments in a web page. This technical report reviews the state of the art segmentation algorithms. It reviews the literature with a systematic framework which aims to summarize the five Ws – the ‘Who, What, Where, When, and Why’ questions that need to be addressed to understand roles of web page segmentation. Our literature review shows the following:

**Why did it happen?** Our literature review shows that the segmentation of web pages has been proposed in different fields for different reasons. In summary, the fields where segmentation is proposed is as follows: mobile web [78, 70, 75, 54, 46, 72, 73, 42, 68, 39], voice web [56], web page phishing [1, 20, 67, 50], duplicate detection [43, 21], information retrieval [18, 17, 15, 19, 80, 48, 8], image retrieval [40, 14, 65, 16, 33], information extraction [18, 17, 48, 11, 12, 13, 64], user interest detection/ sensemaking tasks [51, 27], visual quality evaluation [69], web page clustering [44, 77], caching [58, 59], archiving [60], publishing Dynamic Content [22], semantic annotation [55] and web accessibility [53, 9, 52].

**Who is it about?** Segmentation is proposed to benefit different web users which include mobile web users, disabled users, search engine users.

**How did it happen?** Different algorithms are proposed which use different techniques – graph-based algorithms [79], ranking algorithms, especially based on PageRank [78], heuristics-based algorithms [3, 54, 11, 12, 13], rule-based algorithms [18, 17, 19, 80], text-based algorithms [43], image processing [20], psychology based algorithms [76, 71],
machine learning algorithms [53, 9, 52, 7], clustering-based algorithms [4] and pattern matching algorithms [42, 68] and finally there are some custom algorithms [37, 35, 39, 27, 34, 24, 51, 70, 64, 77, 8].

Where did it happen? when we look at the web delivery method, web pages can be augmented in three different places: on the server side, on the client or on a proxy. When we look at the literature, we can find work that has been done on all these three different locations. There are some work that does the segmentation on the server side [2, 73, 26, 20, 15, 22, 40, 14, 65, 16] some on the proxy [74, 46, 37, 72, 73, 74, 26, 25, 42, 68, 76, 71, 7, 39, 6, 63] and some on the client-side [54, 79, 78, 35, 3, 56, 26, 21, 64, 55, 3, 18, 17, 61, 53, 9, 52].

When did it happen? The oldest work we found about segmentation is 2000 and it was first proposed for web accessibility – improving browsing experience of blind screen reader users [6, 63].

What happened? Finally, when we look at the evaluation of the proposed systems and algorithms, different metrics are used which include the following: Precision and recall [79, 46, 76, 71, 39, 65, 70, 11, 12, 13, 64, 64, 48], success rate and accuracy [3, 73, 26, 25, 42, 68, 76, 71, 21, 18, 17, 17, 17, 51, 44], simulation [37], user evaluation - Simulation [39, 75, 51, 27], task-based user evaluation [72, 27, 6, 63], execution time or speed or output size [72, 73, 74, 73, 56, 26, 25, 20, 76, 71, 39, 60], comparison of algorithms [20, 76, 71, 18, 17, 40, 43, 21, 4], small set testing [7, 18, 17], specific task experiments, for example information retrieval [18, 17, 15, 19, 80, 8] or data mining experiments [77].

In the rest of this technical report, we discuss each of these questions in detail and the rest of the report is structured as follows: Section 2 summarises and discusses the terms used in the literature to refer to a segment in a web page. Section 3 summarises the work that has been done to identify the role of the segments and their importance.

## 2 Segmentation Vocabulary: Terms Used in the Literature

Different published work use different terms to refer to a segment in a web page. Even though different terms are used they all refer to logical segments in a web page. Here we systematically look at the vocabulary used in the literature. The following list shows the vocabulary used in the literature.

**Web elements** [79, 78] refers to components of web pages as Web elements. A web page is made up of hundreds of basic elements. For example, the authors indicate that the functional role of each element is different. They use image as an example, an image can be a banner, advertisement or a picture of a news article.

**Logical unit/section** [54] refers to sections of web pages as logical units/sections of web pages. [35] refers to sections of web pages as semantically related group of elements. [33] uses the term section to refer to segments of web pages.

**Block** [46, 72, 73, 74, 26, 25, 20, 61, 75, 40, 14, 65, 16, 33, 67, 66, 50, 51, 43, 69, 4, 70, 60, 48, 77, 53, 9, 52] use the term block. [3] refers to them as information blocks which is defined as closely related content, each of which forms topic within the web page. They further classify the blocks as atomic (non-dividable block) and composite (can contain other composite or atomic blocks). [26, 25] refer to header, footer, sidebars
and body as the higher-level content blocks. [20] indicates that “a web page is composed of blocks, every visible element in HTML is displayed in its rectangular area. Labels, images, tables even flashes are all possessed of the basic parameters: width and length. So with a rectangle area, we can locate any visible element in web pages”.

[18, 17] define a block as the semantic part of the web page. [18, 17, 15, 19, 80] indicate that most people consider a web page as the smallest undividable unit but in fact it is inappropriate to represent a single semantic unit, therefore they propose a block to represent a single semantic unit. [4] uses the term block to refer to define a group of web contents that share a coherent topic, style and/or structure. They also indicate that they use the term web content to refer to the smallest indivisible content of a web page which is usually represented as a leaf node in the DOM tree.

Sub-page [37] views a web page as a collection of different small web pages structured together in a layout. These sub-pages can fit in the small screen that are meaningful units. [72] also refers to them as sub-pages as later than they use them for presenting purposes. A web page can be considered as a collection of sub-pages/blocks, etc [37].

Segments [56] indicates that when a user checks a page they can easily understand the segmentation and the structure of the page. [21] defines a segment as “is a fragment of HTML, which when rendered, produces a visually continuous and cohesive region on the browse window and a has a unified theme in its content and purpose”. [39] refers to them as segments but they also refer to them as objects. [33] uses a number of terms and one of them is segment. [64] defines a segment as a cohesive region of a web page. [55] also refers to them as segments.

Component [42, 68] refers to the blocks of web pages as web page components. They define web page components as “basic units for transcoding which can be extracted through syntactic analysis of the page’s HTML source code”.

Coherent unit [76, 71] refers to blocks as coherent units.

Coherent region [7] refers to blocks as coherent region.

Objects [39] refers to them as segments but they are used interchangeably. [34] defines basic and composite objects. They define a basic object as “the smallest unit of a web page which cannot be further subdivided” and they define a composite object as “Authors group basic objects together to achieve a major function such group of objects is called composite objects, composite objects can then be grouped together onto a more complex one”. [24] proposes a Function-Based Object model (FOM Model). According to this model, a web page consists of basic (smallest information body that cannot be further divided, only as a whole can perform certain functions) and composite objects (is a set of objects (both basic and composite) that perform certain functions together). [44] also refers to blocks as objects. They mainly focus on identifying common objects in web pages such as header, footer, left and right side bar and the main content.

Page unit/data unit/context unit [27] defines data units as web page fragments ranging from a single word to a complete page.
Fragment [58, 59] defines a fragment as “a fragment is a portion of a web page which has a distinct theme or functionality and is distinguishable from the other parts of the page”. They further define interesting fragments as fragments that has good sharability with other pages served from the same web site or it has distinct lifetime characteristics. [6, 63] also uses the term fragment to refer to the elements that are typically visually fragmented on a web page. [22] also refers to them as fragments. According to [22] web pages are constructed from simpler fragments and fragments may recursively embed other fragments. According to [22], they have a definition which is from the archiving perspective, and indicates that “fragments typically represents part of web pages which change together; when a change to underlying data occurs which affects several pages, the fragments affected by the change can easily be identified.”

Area [11, 12, 13] refers to them blocks but they also use the term interesting areas on the page.

Pagelet [8] defines pagelets both semantically and syntactically. Their semantic definition is “a pagelet is a region of a web page that (1) has a single well-defined topic or functionality; and (2) is not nested within another region that has exactly the same topic or functionality” and their syntactic definition is “An HTML element in the parse tree of a page p is a pagelet if (1) none of its children contains at least k hyperlinks; and (2) none of its ancestor element is a pagelet”.

3 The Function and Importance of the Segments

In the literature, some work also looks at understanding the role and the functions of the segments. For example, some segments in a web page has specific roles, for example some of them are used as headers, footers and some are used as the main content or headline in a web page. In this section, we review the literature and identify the work that has been done to understand the role of the segments.

- [79] proposes an algorithm based on random walks that classifies elements of Web pages into five categories which are Content (C), Related Links (R), Navigation and Support (N), Advertisement (A) and Form (F). Their algorithm automatically categorises Web elements by developing five graphs, one for each functional category, with the basic elements in the Web page as vertices. Each graph is specifically designed such that most of the probability of stationary distribution of a random walk is concentrated in the nodes that belong to its corresponding category. They are focusing on a very small set of roles/functions of web elements. However, in reality web elements have many more different roles.

- [3] uses heuristics to recognise the major sections of a web page which are: 1) top, 2) main content, 3) left and right menus, 4) bottom and 5) clutter such as advertisement.

  - Top includes the title of the page and a menu bar – Heuristic$_{\text{top}}$: “If a list of hyperlinks (i.e., a menu bar) or a table including a list of hyperlinks is placed within the top 200 pixels of the page [44], it is considered to be the top section.”
– Left and right menu includes navigation links – Heuristic\textsubscript{menu}: “If a list of hyperlinks or a table including a list of hyperlinks is placed on the left (right) side of the page, occupying up to 30 percent of the page width [18], and its upper boundary is below the top section and its lower bound is above the bottom section, then it is considered to be the left (right) menu section.”;

– The main content is included in the center – Heuristic\textsubscript{main} :“The remaining area (see Heuristic\textsubscript{top}, Heuristic\textsubscript{bottom} and Heuristic\textsubscript{menu}) is considered to be the main area”;

– Clutter usually contains images that are located in the bottom or side of a page.

– Bottom – Heuristic\textsubscript{bottom}: “If a table is placed within the lowest 150 pixels of the page [44], it is considered to be the bottom section.”.

[3] are very good and promising, however they are based on a specific model of web pages which is the header is at the top, the menus ate on the sides and the bottom of the page is clearly marked. Although this covers a wide variety of web pages, there are so many different structures on the web.

• [49] uses VIPS algorithm [18, 17] to first identify the blocks in a web page. By using heuristics these blocks are then categorised into three: Navigation bar, navigation list and content block. These three categories are then used to filter the unnecessary content (blocks which are not in these three categories). The following heuristics are used:

  – Navigation bar – Heuristic\textsubscript{bar}: if the blocks have links, and if does not have another domain and if the over half of the content is links and if average link length is more than 10 and it does not have contents other than links then that block is a navigation bar.

  – Navigation list – Heuristic\textsubscript{list}: if the blocks have links, and if does not have another domain and if the over half of the content is links and if average link length is more than 10 and it does have contents other than links then that block is a navigation list.

  – Contents – Heuristic\textsubscript{content}: 1) If a block has links and the number of words is more than 100, then it is a content block. 2) If a block has links and it does not have another domain name and it does not have over half of links then it is a content block.

It is again very difficult to see how these heuristics can be generalised, and also the role of the blocks are only focuses on these tree items which do not reflect the actual roles of elements in a web page. In summary, they do not really focus on identifying the role of these blocks but they rather focus on grouping these blocks into three categories.

• [73, 74] differentiates link blocks from content blocks. Even though they do not try to understand the role of structural elements, their blocking algorithm does differentiate between content and link blocks.
• [26, 25] aims to identify high-level content blocks which are header, footer, sidebars (left and right) and the body. The authors also refer to these layout components altogether as semantic structure. They assume that header and footer typically has a flat shape, and header is located at the top and the footer is located at the bottom.

  – Header – Since the header block locates on the top of the page, they define a threshold \( N \) and let the upper \( N \) pixels of a web page to be the header region. They propose the formula: \( N = \text{base\_threshold} + F(\text{heightwidth}) \) where \( F(x) = a(b\cdot x + c) \) where base\_threshold, \( a, b \) and \( c \) are constants. Their experiments show that base\_threshold=160, \( a=40, b=20 \) and \( c=1 \) are

  – Footer – Similar approach to header is used for the footer.

  – Left and Right Sidebar – 1/4 part of a web page to be the left sidebar and 1/4 of part of the page to be the right sidebar.

Even though the main higher-level content blocks are covered, the way they are identified are focused on a specific web side template. Header at the top, footer at the bottom, left and right bars on each.

• [24] proposes a Function-Based Object model (FOM Model). According to this model, a web page consists of basic (smallest information body that cannot be further divided, only as a whole can perform certain functions) and composite objects (is a set of objects (both basic and composite) that perform certain functions together). They also propose a number of object categories:

  1. Information object, for content information
  2. Navigation object, provides navigation guide. Further divided as 1) navigation bar (provides global navigation), 2) navigation list (provides local navigation), 3) independent navigation guide (to provide navigation guide to certain piece of information)
  3. Interaction object, provides user side interaction
  4. Decoration object, serves only decoration purpose
  5. Special function object, performs special function such as advert, logo, contact, copyright, reference, etc.
  6. Page object, serves as the basic document of a web site, can be index page or content page.

The authors also further define a number of rules for basic objects which include: 1) presentation property (media type, encoding formatting, layout information), 2) semanteme property, 3) navigation property (destination of a hyperlink), 4) decoration property (e.g., background colour), 5) interaction property (button, input, etc). Even though the proposed model is very comprehensive, it is very technical and does not take into account the users’ understanding of the content. It does not also capture the detailed understanding of the document. For example, how would you categorise header, footer, etc?
[44] aims to segment a web page into a set of coherent objects. The overall aim is to build a representation for a web page in which objects are placed into well-defined tree hierarchy according to where they belong in an HTML structure of a web page. They then focus on recognising some common areas on web pages such as header, footer, left and right menus, and the center of the page. They mainly define a set of heuristics to identify these common areas. These heuristics are based on a model where there is a rigid abstraction of the visual representation of the page.

This is not so much related to classification of web page segments but it is about the classification of images [33]. By analysing images from different kinds of pages such as business, governmental, education, news, etc. and they propose the following three categories: 1) unlisted images: which are standalone images that appear anywhere in the page; 2) listed images: are two or more images that are systematically ordered with a web page; and 3) semi-listed images are visually similar to listed images. These groups are also differentiated based on their DOM tree.

[70] defines a web page as a composition of basic visual blocks and separators – they indicate that visual blocks are visual parts in a web page that cannot be divided further. They have a very simply classification of blocks. They mainly classify them as nontext blocks (buttons, images, inputs, etc) and text blocks (is the area containing a paragraph of text, except text on forms). This is a very technical classification of content and has nothing to do with the role of the objects.

[48] defines two types of blocks: informative and redundant content blocks. Informative content blocks include content which is semantically meaningful to users and redundant content blocks include redundant data such as company logos, navigation panels, advertisement banners, etc. Their focus is information retrieval therefore they focus on eliminating the intra-page redundancy.

[11, 12, 13] indicates that web pages includes a lot of additional information besides the main content such as advertisements, copyright notices, etc that would effect the quality of data mining. Therefore, they propose an algorithm to identify the segments and based on the features of these segments to identify the main content. They mainly focus on identifying the following classes of objects: h1 (main article heading), h2 (second-level heading in the article), subtitle (the subtitle of the page), perex (the leading parag of the article), paragraph (an ordinary paragraph), data (publication date), author (author name), authordate (other object that belongs to the article), aobject (other object that belongs to the article), and none. Even though some of these are related to the role of segments in the page, it seems like they are mixed – some are related to the role of blocks in the page for example, h1, h2 etc and some are related to the semantics of the content for example author, authordate, etc. This is mainly because they are related to data mining. Furthermore, these are not systematically classified, they look like an add-hoc classification of the role of elements.

[77] aims to eliminate blocks that contain noisy information with respect to data mining. Even though they do refer to different content blocks for example navigation panels, copyright, privacy notes, etc, they do not aim to identify the role of information blocks in a web page.
• [6, 63] aim to identify the fragments in a web page such that the page can be transcoded to better support accessibility for blind users. [6, 63] proposes different roles for these fragments which include: proper content, updated index, general index, no-role, header, footer, advertisement, delete, layouttable. Even though this looks like a comprehensive list, there still some roles that are missing in this group of roles. They have also not done systematically, it seems like the authors came up with a number of roles that are important from accessibility perspective.

3.1 The Importance of the Segments

There are also some work that aims to identify the importance of blocks/segments of web pages:

• [61] uses VIPS algorithm [18] to segment a web page and then proposes two learning algorithms to be used for identifying importance of these blocks. Block importances are originally identified with four levels: level-1: noisy information such as advertisement, copyright, decoration; level-2: useful information, but not very relevant to the topic of the page, such as navigation, directory, etc.; level-3: relevant information to the theme of the page, but not with prominent importance, such as related topics, topic index, etc.; level-4: the most prominent part of the page such as headlines, main content, etc. However, after their experiment they proposed to have the following levels [61, 75] which means combining the second and third group: level-1: noisy information such as ads, copyright, decoration, etc.; level-2: Useful information, but not very relevant to the topic of a page, such as navigation, directory, etc. or relevant information to the theme of a page, but not with prominent importance, such as related topics, topic index, etc.; level-3: The most prominent part of a page, such as headlines, main content, etc.

• [48] aims to discover content blocks and in order to find the important blocks. They classify the blocks into redundant and informative content blocks.

• [11, 12, 13] aims to also identify the main content block. Therefore, they implicitly consider the importance of the blocks.

• [6, 63] also aims to annotate the fragments in a web page and their importance. The importance of a fragment is assigned with a real number which is between -1 and 1, 0 is the default role. The importance of the block is then used when the page is transcoded. The annotator can also specify the importance of a fragment and based on the importance value when the page is transcoded the fragment is located respectively. For example, if a fragment is annotated as an advertisement, then it receives an importance value which is -0.8 and then when the page is transcoded it is placed at the bottom of the page.

4 Why did it happen?

Motivation

Web page segmentation has been done to address a problem in different fields including mobile web, archiving, phishing, etc. In this section, we summarise the problems that web
page segmentation addresses in different fields.

**Mobile Web** There are a number of problems associated with browsing web pages on mobile devices. These problems include the following: 1. the wireless bandwidth is quite limited and very expensive; 2. the screen size varies and can be very small; 3. some small screen devices have very limited memory and processing capabilities [75]; 4. the content of a large web page cannot fit into the memory of a device; 5. colour schema can be limited on a small screen device; 6. mobile devices do not have keyboard or mouse [75]; 7. Scaling down for small screen devices or scaling up for large displays could be difficult with web pages that are optimised for certain size [54]; 8. the same content is served to all users who are interacting in different context with the mobile web [46]; 9. the small screen device users have to scroll down a lot to access the content (the worst case is the two-dimensional scrolling) [72]; 10. since the web page is not properly marked up, it is very hard to personalise or customise pages for mobile devices [73]. 11. most small screen devices cannot handle multimedia data [42, 68]. 12. most web pages are designed to be displayed on large screens for Desktop machines [39, 78]. 13. the information need is very different for mobile web users, people focus more on getting direct answers to specific questions, and expect more relevant and clear results instead of browsing through large amount of data [75]. 14. context is also very important, for example location, personal profiles, time of the day, schedule, browsing history, etc. [75]. 15. For multi-platform development, the relationship between web page blocks and elements are not semantically explicitly specified so one cannot easily display a page on another or alternative platform [70, 78].

**Voice browsers** Voice browsers cannot directly access the segments in a web page to present them accordingly [56].

**Web Page Phishing** [1] defines phishing as a criminal trick of stealing one’s personal information by sending them spoofed emails urging them to visit a forged website that looks like a true one. Identifying visual similarities between web pages is important for web page phishing detection [20, 67, 66, 50]. Only looking at the underlying HTML source code is not enough and it is important to investigate the visual similarities (the way users see the web page) to detect phishing web pages [20].

**Duplicate detection** Duplicate web pages effect the user-experience and also consumes a lot of resources of search engines. Most duplicate detection algorithms are based on a concept called shingles [21]. Shingles are extracted by moving a fixed-sized window over the text of a web page and smallest shingles (in terms of hash values) are stored as the signature of a web page. These shingles are then used to compare web pages to identify duplicates. This approach is problematic because the noise in the web pages are also considered – there might be pages with same content but different noisy content. Therefore, [21] proposes to use segmentation algorithms to identify the main content and then take the signature of web pages for comparison purposes. [43] focuses on identifying identical content presented using different web page layouts.
Section 4  Why did it happen?

Motivation

Traditionally, link analysis assume that a link represents a relationship between two web pages (A relates to B), however a link might represent a relationship between parts of web pages (part of A relates to part of B). Furthermore, noise in a web page can cause topic drift problem [18, 17]. [15] indicates that all link analysis algorithms are based on two assumptions: 1) the links convey human endorsement (if somebody adds a link to another page that means they endorse the other page) and 2) pages that are co-cited by a certain page are likely related to the same topic. Even though these are valid when the page includes a single topic, unfortunately most pages these days include a lot of sub-pages with different topics, for example the home page of Yahoo, MSN, etc. [19, 80] indicate two major issues: 1) if a web page is considered as a single semantic unit then it does not consider multiple topics in a web page, which means topics can be scattered at various regions of the page which can cause low retrieval precision; 2) if the page contains multiple unrelated topics then correlations among terms in a web page may be inappropriately calculated. [48] indicates that the redundant content in web pages such as advertisements, etc can be misleading for search engines. [48] indicates that search engines typically index whole text of a web page, and therefore they include a lot of text which is useless for processing, indexing, retrieving and extracting. Therefore, they aim to identify redundant content blocks such that the searching/information retrieval can be done in informative content blocks. [8] propose to identify pagelets in a web page to improve the performance of information retrieval. They mainly talk about two principles of information retrieval: 1) relevant linkage principle (web pages include many structural links such as menu links and these kinds of links violate the relevant linkage principle) and 2) topical unity principle (pages include mixture of topics which would negatively affect the information retrieval).

Information retrieval - images (image search on the web): [40, 14, 65, 16] indicate that most search engines regard web pages as atomic units, however most web pages do not contain uniform information. They contain multiple topics with different kinds of segments such as navigation blocks, interaction elements, etc. Therefore, these affect the performance of image search algorithms on the web. [33] also indicates that traditional image search algorithms use fixed-length window size (for example, minimum 20 terms to maximum entire page) to extract the contextual information. [33] indicates that although this method is straightforward, this method tends to produce low-level accuracy as text tend to be associated with the wrong image.

Information Extraction To overcome the limitations of browsing and keyword searching, some researchers have been trying to build wrappers but for these wrappers block information is missing [18, 17]. [48] aims to identify informative and redundant content blocks, and then aims to make use of the features in the informative content blocks to support information extraction. [11, 12, 13] indicate that web pages include a lot of additional data and this data influences the result of the data mining algorithms, therefore it is important to identify the role and importance of web page components. [64] indicates that the source code of an HTML document typically focus on formatting the content of an HTML document, rather than semantically describing the content. Therefore, information extraction becomes challenging and the IE tools
adapt heuristics or other methods to interpret the content of a web page. [77] indicates that that the segments in a web page that contains irrelevant information to the main content of the page can easily harm the results of data mining. There are also many papers published on information extraction that focuses on record extraction [30, 47, 29, 57, 10, 62, 45, 31, 36, 28, 38, 5, 23, 32, 41]. They mainly focus on extracting unstructured data from web pages into databases where structured information is stored. Even though they are also related to web pages segmentation their focus is different. They mainly focus on extracting specific kind of data, for example weather forecast data, or prices, etc., however the segmentation algorithms that we refer here focus on segmenting a web page into a coherent sets of blocks. [30] defines a record as “a group of information relevant to some entity”, here the focus is on the content. For example, a set of records can exist in a block.

**User Interest Detection / Sensemaking Task** [51] indicates that web site developers usually include different topics on web pages and when the user browses a page he is usually interested in only a part of it. When they browse that page, they are usually interested in the updates of that block and if that updated is automatically shown to the user, that will save significant amount of time of browsing time and it will improve user's browsing experience. [27] defines sensemaking as “sensemaking tasks require that users gather and comprehend information from many sources to answer complex questions”. [27] indicates that even though search engines are targeting and helping users to find relevant resources the users still spend significant amount of time to find the information they are looking for in a given web page. They indicate that people spend 75% of their time in post-search phase of looking through individual web pages or sites. Therefore, web page segmentation tasks would be useful to highlight the relevant part to the user.

**Evaluating Visual Quality (Aesthetics)** [69] indicates that visual layout is one of the features that affect the visual quality of web pages which has been neglected in the literature. In order to process the visual layout, they view a web page as a semi-structured image.

**Web page classification / Clustering** [44] indicates that there might be noise in the page and some links that are located in those noisy parts of the page can be misleading for the classification of pages. They also indicate that one can suppose that words that belong to the central part of the page carry more information than words from the down right corner. Therefore, there should be a way to weigh words differently in different layout contexts. [77] indicates that the blocks in a web page that does not include content related to the main content can easily harm the data mining tasks such as web page classification and clustering. [77] aims to eliminate the noisy blocks from a web page to improve the performance of data mining tasks such as web page classification and categorisation.

**Caching** [58, 59] indicates that considering fragments of web pages for caching proved to be significant benefits for caching. Especially for dynamic web pages, identifying fragments that are shared between pages and have different life time can improve the efficiency of caching.
Archiving  [60] indicates that in order to maintain a web archive up-to-date, crawlers harvest the web by iteratively downloading new versions of documents, however most of the time they retrieve pages with unimportant changes such as advertisements which are continually updated. Hence, web archive systems waste time and space for indexing and storing useless page versions. Furthermore, they indicate that querying such archive can be expensive because of the large amount of useless data stored.

Publishing Dynamic Content  [22] proposes to use fragments instead of a whole page so that it is easier to update a page dynamically. Instead of having a complete web page archived and updated, they propose to compose a web page with fragments and then that would make the updates much easier.

Semantic annotation  [55] indicates that most web pages on the web are encoded for human consumption and they are not designed for machine processing. [55] aims to identify segments that correspond to semantic concepts. In this respect, the overall idea is not about segmentation of a web page into cohesive number of blocks, but rather identify blocks that include semantic concepts.

Web accessibility  When the page is visually fragmented and this is not encoded in the source code, applications such as screen readers cannot access that information. Therefore, the page becomes very inaccessible to screen reader users. [6, 63] aims to identify visually fragmented groups of elements in a web page such that the page can be transcoded to better support accessibility for blind users (screen reader users). They propose to manually annotate the page to identify the role of fragments in a page. [53, 9, 52] indicates that the applications such as screen readers process a web page sequentially (i.e., they first read through menus, banners, commercials, etc) therefore this makes browsing time-consuming and strenuous for screen reader users. Therefore, with the specialised audio browser called Hearsay or CSurf what they try to do is that when the user clicks on a link they aim to retrieve the target page and point the user to the relevant block to that link. They do this by segmenting a web page into a number of blocks and then identifying the context and the relevant block to that link.

5  Who is it about?

Purpose

Based on what they want to achieve, different algorithms are developed for different purposes for different groups of users. Here we discuss the existing work in literature and what they do with the segments identified in a web page.

Mobile Web,  After segments are identified in a web page, they are used for different purposes which can be summarised as follows:

- [78] aims to extract and present only the important parts of the web page for delivery to mobile devices. [61] similarly aims to discover the importance of segments of a web page which can be used to better adapt a web page for mobile devices – block-importance information can be used to decide which part of the page need to be displayed first to the user.
• Identify the main content of the page so that it is directly presented to the user [79], similarly, identifies the most important block/segment in the page and displays that to the user [75].

• Split a web page into a number of pages [3, 73, 26, 25]. [3] aims to identify information blocks so that a web page can be divided into smaller pages and represented to the user with a table of contents. [26, 25] proposes splitting the pages in two different ways: 1) single-subject splitting (one subpage is connected to another subpage) and 2) multi-subject splitting (one page is connected to a number of pages). [42, 68] proposes a transcoding technique called the indexed segmentation which transform segments or components of web pages into a sequence of small sub-pages that fit the display of a hand-held device, and binds them with hyperlinks. [39] proposes to segment the web page into a number of smaller pages and then displays a table of contents called “object lists” and provides a link to each segment from this table of contents.

• Zoom in and out of a web page or scale up or down a web page [54].

• Identify the navigation and content blocks, and then filter the relevant ones and show the summarises to the user [3].

• Provide a better navigation approach which would allow user to traverse the page from sub-page to sub-page [37].

• Present the complete web page to the user and then the user can click on regions on the web page to retrieve that sub-page (tap and display model) [72]. Similarly, [74] aims to show the user the thumbnail view of the page and when the users move their mouse over a section, they asynchronously retrieves that block and displays it to the user. Similarly, [26, 25] also aims to present the thumbnail view of the page and then the user can move to sub-pages. [76, 71] presents the thumbnail view of the page and the full screen information about a block, the user can move from one block to another to retrieve the content. [7] show the thumbnail view of the page to the user by dividing the page into 3x3 blocks, the user can then choose to further explore a block. [75] shows a thumbnail view of the page with the importance of the blocks/segments highlighted with different colours.

• Identify the blocks and filter out the irrelevant or unnecessary ones [73]. [24] similarly proposes to remove decoration and special objects such as adverts, logo, contact, copyright, reference, etc.

• Create a summary: [42, 68] proposes a transcoding technique for outlining the sections by using the section headers. In summary, the page is kept the same but the section header is converted to a link that points to the content of that section. This way the page is summarised.

• Create a summary: The content of the each block is removed from the page, and the first sentences of each block is turned into a link to the main content of that block. This way the page is summarised.

• Web adaptation in general, some work mainly focus on understanding of the structure to be able to adapt the content [34, 24, 18].
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- Identify the navigation bar and do not display it if the page is a content page [24].
- Highlights the importance of blocks/segments in a web page with different colour. It shows a thumbnail view of the page with the importance of the blocks highlighted [75].

**Detecting Phishing web Pages**, [20] takes an image of a web page and aims to identify the blocks in a web page to detect the visual similarity between web pages for identifying phishing web pages. [67, 66, 50] aims to segment a web page to identify blocks and then compare them for similarity, similarity above a threshold is accepted as phishing pages.

**Duplicate Detection**, [21] aims to segment a web page so that the noise can be eliminated from the page to identify the main content to generate the signature of the page. [43] aims to segment web pages based on the text density to identify pages with the same content but different layout.

**Web accessibility**, [35] proposes to segment web pages for web accessibility or transaction management. [56] proposes a technique to segment web pages so that the structure can easily be accessed by voice browsers.

**Information retrieval**, [18, 17] proposes to use the segments to improve the precision of information retrieval. First, they retrieve the initial list of ranked web pages by using traditional information retrieval methods, they then apply their segmentation algorithm to the top 80 retrieved pages and get the candidate segments. They then choose the most relevant segments (for example, top 20) to chose the expansion terms. These selected terms are then used to construct a new expanded query to retrieve the final results. [15] uses the VIPS algorithm to identify the blocks, and then they extract page-block and block-page relationships, and construct a page graph and a block graph. This graph is then used in their two proposed information retrieval algorithms called Block-Level Page Rank (BLRP) and Block-Level HITS algorithm. [19, 80] evaluates the effect of four different segmentation method (fixed-length segmentation, DOM-based page segmentation, vision-based segmentation and a combined method) on the precision of information retrieval. [61] aims to segment the web page and discover the importance of these segments. This is mainly because during a search the most important part of the page can be treated more important which would give better search performance. [48] aims to identify informative content blocks and differentiate them from redundant content blocks. Their overall goal is to focus search on informative content blocks. Similarly, [8] aims to identify pagelets in a web page to improve the performance of information retrieval.

**Mobile web search**, [75] aims to use VIPS for segmenting web pages and discovering the importance of segments to better display pages for mobile devices. A simple search page is displayed to the user and when search results are returned, the returned pages are displayed in three different format: 1) highlights the importance of blocks with different colours, 2) creates a single column view of the segments and 3) displays the most important block [75].

**Image search on the web**, [40, 14, 65, 16] proposes to use VIPS algorithm to identify blocks in a web page to improve the image search on the web. Once blocks
are identified, they focus on image blocks (blocks that contain image) and then the content of those blocks are used to facilitate the search of images, for example, links, images, text in a block are used to provide better context to an image. [33] aims to identify segments to extract better contextual information for images – proposes a DOM-tree based segmentation algorithm.

**Web page classification / clustering**, [61] indicates that blocks and their importance can be identified, then when pages are compared, the features in an important block of a web page can be given higher weight. [77] aims to eliminate noisy blocks from a web page so that the pages can be better classified and categorised.

**User Interest Detection, Sensemaking task** [51] aims to find the block that the user is interested in so that the updates of that block can be automatically shown to the user. [27] proposes a tool that is browser extension to support sensemaking tasks. They mainly use a segmentation algorithm to identify the most relevant block to the users’ current task by using the contextual information. Their algorithm dynamically analyses the pages that a user visits to determine the most relevant fragment of the content.

**Evaluating Visual Quality (Aesthetics)** [69] indicates that visual layout is one of the features that affect the visual quality of web pages which has been neglected in the literature. In order to process the visual layout, they view a web page as a semi-structured image.

**Web page classification** [44] indicates that one can suppose that words that belong to the central part of the page carry more information than words from the down right corner. Therefore, there should be a way to weigh words differently in different layout contexts.

**Caching** [58, 59] indicates that fragments that are shared between pages and fragments with different frequency of updates can be used for improving the efficiency of caching. These two types of fragments are used to decide when to and how cache the fragments of web pages.

**Archiving** [60] aims to segment a web page into blocks to be able to know accurately when and how often important changes between versions occur in order to efficiently archive web pages. [60] uses VIPS algorithm to segment a web page and the proposes two algorithms one for detecting changes and one for identifying the importance of changes. Based on the importance they then decide to either update the archive or not to update the archive.

**Information extraction** [11, 12, 13] aims to identify the role of the web page segments to be able to support data mining. They indicate that the additional information on web pages influences the results of data mining algorithms. They focus on segmenting the page, identifying the role of these segments, and then focusing on the one that actually worths reading or that is to say worths considering for data mining. [64] aims to identify the interesting block (data block in a web page).
Semantic annotation / semantic web [55] indicates that most web pages on the web are encoded for human consumption and they are not designed for machine processing. [55] aims to identify segments that correspond to semantic concepts. In this respect, the overall idea is not about segmentation of a web page into cohesive number of blocks, but rather identify blocks that include semantic concepts.

Web accessibility [6, 63] aims to identify fragments and their roles such that the page can be transcoded to better support accessibility. In this work, the annotation is done manually. [53, 9, 52] indicates that the applications such as screen readers process a web page sequentially (i.e., they first read through menus, banners, commercials, etc) therefore this makes browsing time-consuming and strenuous for screen reader users. Therefore, with the specialised audio browser called Hearsay or CSurf what they try to do is that when the user clicks on a link they aim to retrieve the target page and point the user to the relevant block to that link. They do this by segmenting a web page into a number of blocks and then identifying the context and the relevant block to that link.

Publishing Dynamic Content [22] proposes to use fragments instead of a whole page so that it is easier to update a page dynamically. When an update occurs instead of updating the whole page, they propose a mechanism where the fragment of a page is updated.

6 How did it happen?

Algorithms

For web page segmentation, different algorithms are proposed. There are mainly two kinds of approaches: top-down page segmentation vs bottom-up page segmentation [4]: Top-down approach start with the complete web page as a block and participation this block iteratively into smaller blocks using different features obtained from the content of the page [7, 18, 25, 39, 43]. Bottom-up approach for web page segmentation, mostly the leaf nodes of the DOM representation are taken as atomic content units [21, 43, ?]. In this section, we summarise these algorithms.

1. [79] proposes an algorithm that automatically categorises the web elements. Their algorithm is based on random walks on specially designed graphs. For each web page, they develop five graphs, one for each functional category. Their work needs a training set that means the types of web pages they can work with is very limited. They cannot take any random web page and classify the elements of that web page.

[73] proposes an algorithm based on DOM tree that aims to identify two types of blocks: link and content blocks. Their algorithm mainly focuses on Table tags. [26, 25] proposes an algorithm that first identifies the higher-level content blocks such as header, footer, sidebars and body. They then use two approaches to further divide the main content into a number of blocks: 1) explicit separator detection: they use three types of separators: HR tag, border properties of TABLE, TD and DIV elements, and images (by checking the width and the height of images); 2) implicit separator detection: implicit blank areas created intentionally by the author to separate the content.
2. [78] proposes a ranking algorithm similar to Google’s pageRank algorithm to rank the content objects within a web page. They assume that the manner in which a person reads a web page is similar to how a surfer surfs the web. The reader enters the page through a link and is drawn to the elements that are related to the anchor text in the link located in central position of the page. The overall idea is to represent the web page as a graph and then exploit the graph structure of a web page to rank the elements. They first divide the web page into inseparable basic objects. They assume that the user is actually entering a web page from a link with an anchor text. They then rank the relevance of each inseparable object to the text of the link anchor. Based on these rankings and also the relationship between basic elements, they form a semantic graph. This semantic graph is then used to select a rectangle covering all the important elements of the web page and this rectangle is then transmitted to the user. **Limitation:** Their algorithm only works for pages that the user is traversing a link. Their algorithm does not work if the user is randomly visiting a page.

3. [3] have a set of heuristics that they use to first identify the main content of the page (they have a very simple model of the page where it consists of top, menus, main content and bottom part) and then they have a set of heuristics to identify the blocks (atomic and composite) blocks in the main content. HTML elements are mainly grouped into four groups: structure, formatting, header and separator, and these four groups are then used to devise the set of heuristics for identifying the blocks in the main content. [54] proposes to use a number of heuristics such as tables to break the page into logical units. [44] uses a number of heuristics to identify the common areas of web pages. They use both the underlying DOM and also the visual rendering or coordinates to identify these pages. They have predefined coordinates for position of areas of interest in a page. Proposed heuristics are based on this predefined model. [11, 12, 13] also uses heuristics in their algorithm. Their algorithm has four steps: 1. page rendering in order to obtain the visual rendering information of objects, 2. detecting basic visual blocks in order to obtain tree of areas that show the blocks in the page, 3. text line detection to join the same areas in the same line and 4. block detection to detect the larger areas with the same visual style of blocks.

4. [18, 17, 19, 80] proposes the VIPS algorithm. VIPS uses both the DOM and the visual presentation of the page. VIPS algorithm has three steps: 1) block extraction (a web page is recursively divided into blocks by using a number of heuristics), 2) separator detection (separators are horizontal and vertical lines in a web page that visually cross with no blocks in the pool) and 3) content structure construction (this step is used to construct the structure tree of the page). [3] uses the VIPS algorithm to identify the blocks in a web page. They then use heuristics to groups these blocks into there categories: navigation list, navigation bar and contents. The blocks that do not belong to these categories are then filtered out, and the rest of the blocks are summarised and personalised to the user. [72] uses the VIPS algorithm to identify the blocks in a web page. They mainly display the complete web page to the user and the user is able to click on the regions of the page to retrieve the relevant sub-page. [74] also uses VIPS to identify the blocks. [61] uses VIPS algorithm to segment a web page and then it uses two different learning algorithm (SVM, neural network) to discover the importance of blocks based on their spatial features (such as position,
size) and their content features (such as no. of images). Application of VIPS include:

- identifying importance of blocks [61];
- block-based web search [18, 17, 80, 15, 19]
- web search on mobile devices, [75] uses VIPS algorithm to segment a web page and proposes three different presentation techniques based on these segments which include: 1) displaying a web page with importance of segments highlighted, 2) ordering the segments into single column view of the page and 3) identifying the most important block and displaying that to the user.
- image search on the web, [40, 14, 65, 16] propose to use VIPS algorithm to identify blocks in a web page to improve the image search on the web. Once blocks are identified, they focus on image blocks (blocks that contain image) and then the content of those blocks are used to facilitate the search of images, for example, links, images, text in a block are used to provide better context to an image.
- Evaluating visual quality or aesthetics of a web page, [69] uses VIPS to segment a web page into a number of blocks and then use this information in the algorithm they propose for evaluating the quality of a web page in terms of aesthetics. They mainly extend VIPS and they called it VIPS based layout block extraction algorithm (V-LBE). This algorithm mainly selects the block candidates whose sizes are above a threshold and deletes or inserts blocks to construct a set of un-overlapping large blocks.
- [60] uses VIPs algorithm to identify if the change in the page is important for archiving.

5. [37] proposes an algorithm to identify sub-pages which is mainly based on the size of the screen width and the height. Compared to other proposed system, this mainly takes into account the device capability for breaking up the page or identifying the sub-pages. [35] proposes two algorithms: 1) an algorithm to find blocks (geometrically aligned blocks are identified) and 2) an algorithm to find segments (uses presentation information to segment a block into a number of partitions). [39, 27] proposes an algorithm that segments a web page based on the distance between elements. In the original algorithm they have only used DOM to calculate the distance between elements to segment the page into two-three segments, but in the further work they have also used the layout information for segmentation. [34] proposes a system that includes mainly two operations; dividing (divides the page into as many segments as possible) and merging (combines some segments based on their visual similarity). [24] uses the properties of objects as they have described in their model and then they analyse a web page with these properties in mind to identify the objects – they mainly convert the HTML documents into a number of WAP decks. [51] proposes an algorithm based on DOM which has three steps. First they remove the null nodes (nodes that do not contain any spatial information – nodes that do not occupy any space on the page and nodes that have some children but their space is not larger than its children nodes) and then they try to detect the separators between nodes. A separator node is defined as a node that doesn’t have any child nodes, images that have a
size smaller than threshold. The last step is to traverse the compact DOM to identify the blocks. [70] proposes that a web page is considered as a composition of basic visual blocks and separators. Therefore, their algorithm focuses on first identifying the blocks and then discovering the separators between these blocks. [64] focuses on two types of nodes features to identify segments in a web page: node content size (text manifested by its subtree in the rendered web page – number of words of text in its contents) and node entropy (identify the patterns in a node). [77] proposes to create a style tree of a web page and then based on this style, they propose to identify which parts are noisy and which parts represent the main content of a web page. [8] proposes a page partitioning algorithm. This algorithm mainly applies the following definition of a pagelet “An HTML element in the parse tree of a page p is a pagelet if (1) none of its children contains at least k hyperlinks; and (2) none of its ancestor element is a pagelet”.

6. [43] proposes an algorithm that segments a web page by focusing on the text density.

7. [56] proposes an algorithm that aims to identify the page segments by using the uniformity of the web elements, particularly ≺a≻ tag. Their approach has three steps: 1) preprocessing, 2) segmentation and structuring and 3) post processing. In the processing part, the document is converted to XML, in the second part based on the uniformity of the elements, segments are recursively identified and in the last part focuses on grouping the elements that cannot be successfully processed in the first two steps.

8. [20] takes an image of a web page and then aims to identify blocks. Their algorithm works on the following two assumptions: (a) a web page is composed of blocks, every visible element in HTML is displayed in its rectangle area. Labels, images, tables even flashes are all possessed of the basic parameters: width and length. So with a rectangle area, we can locate any visible element in web pages (b) the visible elements are separated by background space. If there is no space between two visible elements, they may be considered as one by people, which does not handicap our understanding from visual aspect. Their algorithm works well if the page satisfies these two conditions.

9. [42, 68] proposes a technique for identifying blocks in a web page by investigating the repeated patterns. They mainly take the HTML tags and convert them to a pattern in string. They then look for repeated patterns.

10. [76, 71] proposes a segmentation algorithm based on the Gestalt theory which is a psychology theory to explain human’s perceptive process. According to this theory humans visually recognise a figure or form as whole instead of just a collection of simple points, lines and curves. According to gestalt theory human’s perceptive process is guided by four general laws which are proximity (items tend to be grouped together according to their nearness), similarity (similar items tend to be grouped together), closure (items are grouped together if they tend to complete some structure) and simplicity (items tend to be organised into simple structures according to symmetry, regularity and smoothness).
11. [7] proposes a machine learning algorithm that segments a web page into coherent regions based on clues from the DOM combined with simple computer vision algorithms. Their algorithm is mainly a decision tree based segmentation algorithm. They focus on dividing the page into 9 blocks (3x3), and allow the user to be able to focus on each block to further read the content. [21] also proposes a machine learning algorithm. Their approach is based on a combinatorial optimisation framework. They particularly cast it as a minimisation problem on a suitably defined weighted graph, whose nodes are the DOM nodes and the edge-weights express the cost of placing the end points in same/different segments. They then take this abstract formulation and produce two concrete instantiations, one based on correlation clustering and another based on energy-minimizing cuts in graphs. [53, 9, 52] also proposes an algorithm based on Support Vector Machine which is a statistical machine learning algorithm.

12. [4] proposes an algorithm for web page segmentation which is based on clustering web content. They define web content as the smallest indivisible content of a web page which is usually represented as a leaf node in the DOM tree. They also refer to block as web contents that share a coherent topic, style or structure. Therefore, they define web page segmentation as a grouping of web contents into blocks. In their algorithm they use both DOM-based distance and geometric distance in the visual rendering of web pages.

13. [48] proposes an algorithm that focuses on tables for segmenting web pages. They mainly assume that tables are used for structuring web pages.

6.1 Algorithmic Assumptions

Some of these algorithms make key assumptions:

- The reader enters the page through a link and is drawn to the elements that are related to the anchor text in the link located in central position of the page [78].

- [35] assumes that the semantically related pieces of content in a web page tend to be located near each other, often sharing the same alignment.

- A web page is consists of five components: top, main, left and right menu and bottom part. Although this is a useful model to simplify the structure of a web page, it can hardly be generalised [3].

- Uniformity of certain information is the key in understanding the segment and structure [56].

- When perceiving a web page, human unconsciously follow the four laws of gestalt theory and segment it into several hierarchical parts by integrating various cues presented in the page [76, 71]. However, there is no scientific evidence that that is the case.

- Some algorithms assume that the thumbnail view of the page is useful on mobile devices [7].
When a designer creates a web page they actually group the content of the same topic in one block [51].

Certain HTML elements are used for certain purposes. For example, [48] assumes that tables are used for structuring purposes.

[55] proposes an algorithm based on the following two observations: semantically related items exhibit consistency in presentation style and semantically related items exhibit spatial locality. Even though these observations are important they are mainly focusing on the semantics of the segments rather than the information blocks presented.

6.2 Limitations of the Proposed Algorithms

Some of these algorithms/solutions have very important limitations:

- Their algorithm only works for pages that the user is traversing a link. Their algorithm does not work if the user is randomly visiting a page [78].

- The algorithm needs to be trained [78, 79].

- Heuristics developed are based on simple models that cannot be generalised, for example web page is consists of five components: top, main, left and right menu and bottom part. Although this is a useful model to simplify the structure of a web page, it can hardly be generalised [3].

- The main input to the algorithm is the HTML document, in that case the information about the overall structure of the page is missing [56].

- Most web documents are not properly formatted, some algorithms focus on using tools like Tidy to generate documents that can be properly processed [56].

- Some algorithms focus on certain HTML elements, for example [73] focuses on using Table elements. Even though tables provide a lot of information about the underlying structure of the page, focusing on a specific element is not good for the generalisibility.

- Some algorithms only focus on certain web page templates, for example [26, 25] focuses on pages that have the following structure: header at the top, footer at the bottom, sidebar on the right and on the left of the page, and the content is in the middle. Even though such assumptions are important for the success of the algorithm, again it is hard to see how the proposed approach can be used for pages with other semantic structures.

- Some algorithms make assumptions about the way a web page is designed and laid out. For example, [20] assumes that a web page is composed by blocks and the visible elements of web pages are separated by background space. Although majority of web sites satisfy these, there are some cases where the layout does not fit into this definition.
Some algorithms are based on pattern matching in HTML [42, 68]. Even though this is a simple and sounds like a good approach, it has a number of limitation. For example, there might be the cases where two visual blocks look exactly the same but they are coded differently, for instance one can code a block with DIV element or with a TABLE element. Therefore, a pattern matching with only HTML content can be very limited.

When perceiving a web page, human unconsciously follow the four laws of gestalt theory and segment it into several hierarchical parts by integrating various cues presented in the page [76, 71]. However, there is no scientific evidence that that is the case.

Some algorithms need to be trained and this could be an issue in the overall automation of the process [21].

Some algorithms are focused on certain HTML elements, for example [48] assumes that web pages are structured by table elements.

7 Where did it happen?
Server, Proxy or Client-Side

Based on the publication and delivery model of web pages, segmentation can be done in three different position of the delivery which are: server, proxy and client. This section discusses the different approaches taken for segmentation.

Server There are a number of advantages if the processing is done on the server side [2, 73, 26, 20, 15, 22], [20, 75] works offline on the server side. Image search has been done on the server side [40, 14, 65, 16].

- Content can easily processed on the server side;
- The content owner can control the way the content is processed;
- The owner can protect the copyright;
- This means the minimum network bandwidth;

There are also a number of disadvantages if the processing is done on the server side [2]:

- The engine has to be implemented on the server side along with the main content.
- Alternatively, alternative copy of the page has to be served.

Proxy [74, 46, 37, 72, 73, 74, 26, 25, 42, 68, 76, 71, 7, 39, 6, 63]. Proxy implementation has a number of advantages:

- This means that the application is independent of the content provider and the client;
The proxy server will be dedicated for this task which would mean efficiency in processing;

There are also a number of disadvantages if the processing is done on the proxy server [2]:

- Availability of the proxy server to the client’s terminal;
- The connection speed between the client and the proxy and between the proxy and the server serving the content is important;
- Copyright issues have to be considered for the content processed in the proxy.

### Client

[54, 79, 78, 35, 3, 56, 26, 21, 64, 55]. [3] proposes a specialised browser. [18, 17] proposes a specialised application which is based on Internet Explorer engine. [61] proposes a client application that can used to identify the importance of blocks in a web page. [53, 9, 52] propose a specialised audio browser called HearSay (later on with the contextual work they call it CSurf). It has a number of advantages if it is done on the client side. [27] proposes a browser extension sensemaking tool.

- The user can specify their preferences and determine the scale of the segmentation;

There are also a number of disadvantages if the processing is done on the client side [2]:

- The main limitation is the resources available on the client side – processing capabilities of devices, and memory limitations.
- The user needs to install a third-party application or a browser plug-in;
- Multiple variants of the application has to be prepared for different devices which can be a tedious and complex task.

### 7.1 Input Used in the Proposed Algorithms

**HTML elements (structure-based)** [56] proposes an algorithm based on HTML tags.

**DOM interface (structure-based)** [79, 78, 37, 26, 25, 42, 68, 19, 80, 24, 51, 58, 59, 77, 55, 8, 6, 63] uses the DOM interface. [73] uses the DOM tree of the web page and also before the processing they remove the noise from the content such as annotation, scripts (CSS), images, etc. [33] uses the DOM tree for segmentation. [64] also uses DOM.

**PROS**

- Depth and type of the node in the DOM gives an indication of how much it should be kept together.
- May capture many of the benefits of the vision based techniques, as if there is a background that is different, it can appear in the DOM.
- it is simple and scalable [11, 12, 13].

**CONS**
- Examining only DOM elements may not capture obvious visual cues and may make distinctions between regions that appear similar.
- Further, this technique may require some basic computer vision technique to solve uncertainties of where to place cuts between DOM nodes.
- Some elements are very closely located in the HTML source code (for example, two cells in a table element) but they are visually displayed very far apart from each other in the visual rendering [39].
- [39] also indicates that most web sites adapt a layout that includes components such as header, footer, menu, etc and each usually have different structure but if only DOM is used then these different structures cannot be easily identified.
- [18, 17] indicates that since most people do not obey W3C specification, there can be a lot of mistakes in the DOM tree.
- Most authors also do not use DOM for encoding the semantic structure of the web page, for example two elements might have the same parent, but content wise (semantically) they might be very related.
- [18, 17] also indicates that even though XHTML is introduced as an XML extension of HTML which can be used for semantic encoding, not many people use it.
- [43] indicates that there are so many different ways to model an identical layout, for example using Table or div elements for blocking, using I or B tags or using CSS.
- [43] indicates that because of the heterogeneity of HTML style, algorithms are susceptible to failures.
- [11, 12, 13] indicates that the DOM needs to be updated with the additional information encoded in the external files such as javascripts and CSS files.

**Visual Rendering (layout-based)** [35] proposes to use the visual rendering of the web page provided by Mozilla. The authors indicate that their work is based on the following observation “Information about spatial locality is most often used to cluster, or draw boundaries around groups of items in web page, while information about presentation style similarity is used to segment or draw boundaries between groups of items”. [34] focuses on the visual realisation of the page rather than the underlying code, their work is tag-independent. [70] uses only visual rendering of a web page from IE. [11, 12, 13] also proposes an algorithm that uses the visual rendering of the page.

**PROS**
- Better at keeping salient portions together, especially when the portions are noticeably different colours (for example, a region is highlighted or has a different background)

**CONS**
- Does not take into account the DOM of the web page, therefore no notion of which regions are more important to keep together, will not work on simple pages, if the regions are not visible different, this method may not work as well.
Vision based approaches naturally have a higher complexity since the layout must be rendered prior to analysis, which might be too slow to be incorporated into the web crawling and indexing cycles [43].

**Hybrid approach (both DOM interface and visual rendering)** [3] uses both structural and visual layout information of a web page to detect related content. [3, 72, 74] uses the VIPS algorithm. [76, 71] uses the DOM tree and the visual rendering of the page to create a feature tree by feature extraction and structural refining. [7] uses both DOM and the visual rendering of the page. [21] uses three sources of information: 1) each node in the tree represents a subtree that consists of stylistic and semantic properties; 2) each node occupies visual real-estate when rendered on a browser; 3) same visual layout can be obtained from syntactically different DOM trees. [39] proposes to use both the DOM and the layout of the page – it is interesting to see that their original work which was only using DOM was not good enough, had some problems and they show that their new proposed hybrid approach works better [39]. [18, 17, 15, 19, 80, 61, 75, 40, 14, 65, 16, 69, 44] uses both DOM and the visual rendering of the page.

**Image** [20] takes an image of a web page and does image processing for identifying the blocks visually in a web page.

**Fixed-length segmentation** [19] indicates that fixed-length is used to overcome the difficulty of length normalisation problem in traditional text retrieval. [19] removes all the semantic information, tags, from the page, and then uses a fixed-length to segment a web page.

**Text-based segmentation** [43] aims to retrieve segments from web pages based on the low-level properties of text instead of DOM-structural properties.

### 7.2 Limitations and Weaknesses of the Inputs Used

Based on what these algorithms use the following observations have been made:

1. The visual rendering of the web page contains a lot of implicit information about the content of the web page that cannot be accessed via the DOM tree of the web page. DOM trees contain only information about the location of web page elements relative to each other, they lose information about the visual layout that is useful for partitioning [35].

2. Only structure-based approaches suffer from unstructured web pages;

3. Only layout-template based approaches can cause false detection in layout-based approaches.

4. Some algorithms [73] also filter out some content that they call them the noise, such as annotation, images, scripts. Even though removing these would be good for processing efficiency, they are also part of the document and some of them are important for understanding the overall structure and interaction supported by the page, for example CSS is important for the layout, other scripts are important for the interaction and images are also part of the structure and information presented in the page.
5. Most of these algorithms cannot handle Java, Javascripts or other kinds of scripts, Flash content, etc. [42, 68].

6. There are a lot of web pages that are not properly structured HTML (pages with irregular HTML). [39] indicates that in their study of irregularly tagged HTML documents, 8.5-27.1% of pages have problems that cannot be automatically fixed with tools like Tidy. This percentage is quite high [39]. This would definitely an issue that would affect all automated algorithms. [44] similarly indicates that the HTML source codes are far from the standard and posed a lot of difficulties in rendering these pages properly. Therefore, they propose to simplify the rendering for example by ignoring frames, layers and stylesheets. Even though these simplifications mean it would be easier to process the document, that means the processed document is different from the original document and these differences can cause a lot of differences in the resulting fragmentation of the document.

7. [33] indicates that when visual information is also used in an algorithm for segmentation, this introduces extra computational expense, and becomes difficult to generalise it to all the pages on the web.

8 What happened?
Evaluation

Precision and Recall  [79] uses precision, recall and f-measure to check the validity of their proposed approach. They have manually labelled 12,134 elements from 150 web sites into one of the proposed categories, they have then used 10,009 as the training set and 2,125 as the test set. They have then concluded that the random walks is an effective and practical method. [46] proposes to use three blog categories: navigation bar, navigation list and content blocks. In their evaluation, they have used 8 sites and 100 pages and tested whether the block filtering is performed correctly. [76, 71] also uses precision as the metric for comparing their algorithm with the VIPS algorithm. According to their paper, precision is defined as summed area of blocks/summed area of all blocks in the resulting set. They have also manually grouped the identified blocks as error, not bad and perfect, and they have investigated precision for each group. [39] used precision and recall to compare their advance algorithm with their original algorithm. They have mainly used the following two formulas to compute F-measure:

1. Precision: number of segments / number of all segments;
2. Recall: number of correct segments / number of all correct segments.

[65] also uses precision and recall to evaluate the proposed image search on the web. They have used 10 volunteers to manually label the ground truth. They have then investigated precision and recall to check the performance of the search algorithm based on segmentation of web pages. [70] also uses precision and recall – mainly compares automated vs. manual blocking. [48] also compares their algorithm with manually annotated web pages. Their algorithm focuses on identifying informative content
blocks and therefore they manually annotate informative content blocks and then they
assume that the features extracted from these manually annotated blocks as desired
features. They then define precision and recall as follows: recall rate=common fea-
tures/desired features and precision rate=common features/discovered features, and
they define the ideal case as precision and recall is equal to 1. [11, 12, 13] also uses
precision and recall. They have first manually annotated 9 common areas in a web
page and the computed them automatically and compared the relationship between
these via precision and recall. [64] also uses precision and recall. [64] also uses pre-
cision and recall for evaluating the performance of the proposed algorithm.

Recall and The percentage of returned elements of the extraction [78] focuses on mea-
suring two parameters: 1) The recall value R (retrieved elements that are relevant/all
the retrieved elements) and 2) The percentage of the returned elements of the extrac-
tion (number of retrieved elements/number of elements on the web page). Their focus
is to obtain a high recall value (R) and reduce the return rate (deliver as little content
as possible). They have selected 158 websites from Google directory, under the cate-
gory of news. They then chose 5 web pages and recorded the anchor text of links in
these web pages. In their evaluation, they have then used 3 people to highlight (draw
a rectangle) the part of the web page that they would like to read on a small screen
device. Some of the data is used for training the application and some data used to
evaluate the system. Issues: 1) small number of people are used to annotate the parts
of the page that they considered as main content, 2) the web page used are very spe-
cific (news sites) as they have a very specific structure, 3) context is not considered –
people might read different parts of the page in different context, without knowing
the users’ task it is very difficult to say which part of the page they want to actually
read.

Success rate or Accuracy [3] proposes a set of heuristics to first identify common parts of
pages including the main content and then proposes a set of heuristics to identify the
topic blocks. The authors also present an evaluation where 20 web pages from three
categories news, travel and shopping are used to identify the success rate of these
heuristics. The pages are manually annotated and then then the coverage of heuris-
tics are given as percentages. [73] evaluates 100 pages by looking at the generated
block structures and classifying the generated blocks as successful and unsuccessful
they than compute accuracy rate based on these results. [26, 25] collected 200 pages
from 50 popular sites, which are processed and divided into blocks by the proposed
algorithm. A number of testers are then asked to evaluate these by putting them into
three categories: perfect (there is no error), good (analysis is correct but there are
some errors in splitting) and error (there are errors in both analysis and splitting).
[42, 68] also proposes an evaluation with 43 students to assess 13 web pages. They
are mainly asked to rate the quality of transcoding as fair, good, excellent, usable and
poor. [76, 71] also manually classifies blocks as error, not-bad, perfect. [21] com-
pares the segments generated by their algorithm with the manually segmented pages.
They have used 1088 segments from 105 web pages. They have used two metrics
for comparing manually generated segments with automatically generated segments.
These metrics are commonly used in machine learning literature to compute the ac-
curacy of clusterings with respect to ground truth. These metrics are Adjusted Rand
Index which is a measure of clustering and Normalized Mutual Information which is used to showcase the difference between the two algorithms proposed by the author [21]. [18, 17] used 5 volunteers to judge 600 web pages segmented with their algorithm as perfect, satisfactory, fair, and bad. According to their results [18, 17] 93% of the experimented pages were segmented correctly. [51] proposes to track 12 popular web sites over a month where for each web site they have collected 25 copies of their home pages. They have then segmented these pages into blocks and then they manually look at their correctness. [44] first constructed a dataset that includes 1000 pages and then they had two people to manually label the segments as header, footer, left menu, right menu and main content. Their rating were based on the metrics: good, bad, excellent, and not recognized. They have then performed automated evaluation and compared the success rate of manual vs automated area detection.

Simulation [37] evaluates the proposed system with a simulator.

User evaluation - Simulation [39] evaluates the system by simulating how a user would interact with a segment web page. They have mainly calculated the estimated time to reach a part of a web page. They have compared their results with the Google Wireless Transcoder. They have chosen 5 web pages and then they have chosen imaginary targets from top/middle/bottom. They have then calculated estimated time to reach these imaginary targets and compared their results with Google Wireless Transcoder. [75] presents a user evaluation with 25 users and with 8 different search tasks. Even though this user evaluation shows promising results, it is not clear how the segmentation is evaluated here. The focus is more on the different presentation techniques and their effectiveness in terms of the search time and user experience. [51] first segments pages into blocks and then detects the block that the user is interested in. They have done user evaluation with four users regarding the interested block detection. Even though this user evaluation is important, it is not clear how the blocking is evaluated with this user evaluation. [27] aims to identify the block that is the most relevant block to the users’ content and conducts two user evaluation: 1) one focuses on evaluating the accuracy of the identified unit, and 2) one focuses on the task completion time. These user evaluations again does not directly address the segmentation algorithm but it addresses both the segmentation algorithm and the proposed sensemaking tool.

Task-based user evaluation [72] performed a user evaluation where a number of users are asked to perform tasks with and without partitioning the page. However, with the user evaluation, it is not clear what the evaluation addresses, does it address the success of the partitioning or does it address the success of interaction model? it is very hard to observe the effect of both on the user evaluation. [27] aims to identify the block that is the most relevant block to the users’ content and conducts two user evaluation: 1) one focuses on evaluating the accuracy of the identified unit, and 2) one focuses on the task completion time. These user evaluations again does not directly address the segmentation algorithm but it addresses both the segmentation algorithm and the proposed sensemaking tool. [6, 63] also performs evaluation but their evaluation focuses on the manual annotation aspect. Therefore, it is very hard to see if the proposed fragmentation and also the roles do improve the accessibility of a page.

Execution time or speed or output size [72] investigates the processing time in the proxy
for analysing the page. [73] evaluates the speed and execution time of their system with 3000 pages from 10 typical portal websites. Similar evaluation has also been presented in their follow on work [74]. They have also compared the speed of their new AJAX approach [74] with their original work [73]. [56] uses two metrics to check robustness: 1) successful processing – were the system able to process the given web pages and 2) time to complete the processing. They have also investigate the accuracy of segmentation and structuring. They have collected 70 pages and used three participants to rate the accuracy of the generated segments and structures between 0-5. [26, 25] investigates user-perceived delay (PD) which includes page downloading time from server to proxy (DT), processing time at the proxy (PT), page-downloading time from proxy to client and rendering time at client. However, they have only measured DT and PT. [20] also investigates the speed of segmentation algorithm. [76, 71] investigates the average processing time of web pages from different domains including auto, bank, e-commerce, finance, IT info, media, music, news, search, sports, university, all. [39] examines the processing time of major activities of their proxy which includes: parsing HTML, rescaling images, extracting tag depth, segmentation and rebuilding XHTML. [60] uses the VIPs algorithm and evaluates the execution time and output size. Output size is important as they use the segmentation process as part of archiving.

**Comparison of Algorithms** [20] compares their phishing algorithm with another algorithm. Although this is useful for investigating if the proposed application of segmentation works, the segmentation itself is not directly evaluated. [76, 71] compares their segmentation algorithm with the VIPS algorithm [18, 17]. [40] compares their image search algorithm based on VIPS with another image search algorithm. [43] compares different algorithms that they propose and also they compare their algorithm against the algorithm proposed in [21]. [4] compares a number of variations in their algorithm. They also have three people participating in their data collection process. Even though three people can generate a lot of data, one can easily question the validity and objectivity of the proposed evaluation.

**Small set testing** [7] demonstrates that their algorithm works with a number of popular web pages. [18, 17] performed three different type of evaluation and one of them was testing a number of pages with their algorithm.

**Information Retrieval Experiment** [18, 17, 15] test their segmentation algorithm used in an information retrieval experiment. Even though it is good to see how the segmentation algorithm can be used and perform in an application, when an information retrieval experiment is performed, the question is how does the other parameters affect the overall experiment of the segmentation algorithm? [19, 80] tests the effect of different segmentation algorithms on information retrieval precision. [8] also tests their algorithm with information retrieval algorithms.

[77] evaluates their proposed algorithm with two data mining tasks: clustering and classification. They compare F scores with and without noise elimination.
8.1 Problems in the Proposed Evaluations

- Small number of people are used to annotate the parts of the page that they considered as main content, 3 people used to annotate the relevant content [78].

- Context is not considered – people might read different parts of the page in different context, without knowing the users’ task it is very difficult to say which part of the page they want to actually read [78].

- The web page used are very specific (news sites) as they have a very specific structure [78].

- The evaluation is not done systematically and weak qualitative data is provided. For example, [3] presents a study of 20 web pages for the presented heuristics however the evaluation is not done systematically and it is not clear how the success rate is calculated. [46] presents an experiment with a small data set and the manual annotation is not explained in detail. It is not explained well how many testers are used to look at the automatically processed pages and grouped them either as perfect/good/error [26, 25] or as successful/unsuccesful [73]

- Although simulation could be a good way of evaluating the proposed algorithm, [37] does not do it systematically and they only show that their system works with a small data set.

- With a user evaluation, it is not clear what the evaluation addresses, does it address the success of the partitioning or does it address the success of interaction model? it is very hard to observe the effect of both on the user evaluation. Even though this user evaluation shows promising results, it is not clear how the segmentation is evaluated here. The focus is more on the different presentation techniques and their effectiveness in terms of the search time and user experience [75].

- [20] compares their phishing algorithm with another algorithm. Although this is useful for investigating if the proposed application of segmentation works, the segmentation itself is not directly evaluated. Obviously the segmentation algorithm affects the phishing results, the segmentation algorithm is not directly addressed. Similarly, [67, 66, 50] compares phishing pages with genuine pages, and also compares genuine pages with their algorithm. Even though this is good evaluation of the proposed phishing algorithm, it is not clear how the segmentation affects the results or the accuracy of their phishing algorithm.

- When processing time is investigated, the number of pages is very limited and it is not clear what kind of pages are used to test the processing time, for example did they use simple pages or complex pages? Did they use pages from different domain, for example [76, 71] covers wide variety of domain.

- When accuracy is investigated (i.e., a number of users are asked to rate generated blocks, for example as error, not-bad, perfect [76, 71]), either the number of testers are very low or it is not clear who has actually tested these generated blocks, were the authors involved [76, 71, 39]?
• Testing with a small set is not enough to show that the proposed algorithm works well, for example [7] shows that their algorithm works with a number of pages but it is not clear if the proposed system can scale or can work with different pages, etc.

• Even though user evaluation with simulating user interaction is a good idea [39], one needs to be careful with the assumptions. For example, how do you decide what would be the target of the user? How would you decide what would be the context of the user? how would you decide if the user is alone or with somebody? etc. All these assumptions make the evaluation unrealistic.

• Number of users are asked to rate the success of transcoding [42, 68], here the problem is again does the evaluation address the success of block identification or does the evaluation address the transcoding which is what you do with blocks afterwards? Similarly, [18, 17, 15] performs an information retrieval experiment with their segmentation algorithm, but it is not clear if this experiment addresses the success of information retrieval algorithm or does it address the success of segmentation?

• Most of these algorithms choose a number of pages for evaluating their algorithm, however it is not clear how these pages are selected. Most of the time, there is no systematic method for choosing the pages used in the evaluation [51]. This would definitely affect the generalisability and validity tests of these proposed algorithms.

8.2 Observations

• Combination of algorithms would be good and useful to overcome limitations of different approaches [43].

• Hybrid input data approach is also good for overcoming the limitations of different types of inputs [43].

9 Summary

Web pages are typically designed for visual interaction. In order to support visual interaction they are designed to include a number of visual segments. These visual segments typically include different kinds of information, for example they are used to segment a web page into a number of logical sections such as header, footer, menu, etc. They are also used to differentiate the presentation of different kinds of information. For example, on the news site they are used to differentiate different news items. This technical report aims to review what has been done in the literature to automatically identify such segments in a web page. This technical report reviews the state of the art segmentation algorithms. It reviews the literature with a systematic framework which aims to summarize the fiveWs – the ‘Who, What, Where, When, and Why’ questions that need to be addressed to understand roles of web page segmentation.
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